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Jor students who care about how the world works, microeconomics is one of

the most relevant and interesting subjects they can study. A good grasp of
microeconomics is vital for managerial decision making, for designing and un-
derstanding public policy, and more generally for appreciating how a modern
economy functions.

We wrote this book, Microeconontics, because we believe that students need
to be exposed to the new topics that have come to play a central role in micro-
economics over the years—topics such as game theory and competitive strat-
egy, the roles of uncertainty and information, and the analysis of pricing by
firms with market power. We also felt that students need to be shown how mi-
croeconomics can help us to understand what goes on in the world and how it
can be used as a practical tool for decision making. Microeconomics is an ex-
citing and dynamic subject, but students need to be given an appreciation of
its relevance and usefulness. They want and need a good understanding of how
microeconomics can actually be used outside the classroom.

To respond to these needs, the fifth edition of Microeconomics provides a treat-
ment of microeconomic theory that stresses its relevance and application to both
managerial and public-policy decision making. This applied emphasis is ac-
complished by including 107 extended examples that cover such topics as the
analysis of demand, cost, and market efficiency; the design of pricing strate-
gies; investment and production decisions; and public policy analysis. Because
of the importance that we attach to these examples, they are included in the
flow of the text. (A complete list of the examples is included in the table of
contents on pages ix—xxii.)

The coverage in the fifth edition of Microecononiics incorporates the dramatic
changes that have occurred in the field in recent years. There has been grow-
ing interest in game theory and the strategic interactions of firms (Chapters 12
and 13), in the role and implications of uncertainty and asymmetric informa-
tion (Chapters 5 and 17), in the pricing strategies of firms with market power
(Chapters 10 and 11), and in the design of policies to deal efficiently with ex-
ternalities such as environmental pollution (Chapter 18). These topics, which
have only recently received attention in most books, are covered extensively
here.

That the coverage in Microecononiics is comprehensive and up-to-date does
not mean that it is “advanced” or difficult. We have worked hard to make the
exposition clear and accessible as well as lively and engaging. We believe that
the study of microeconomics should be enjoyable and stimulating. We hope that
our book reflects this belief. Except for appendices and footnotes, Microecornomics
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uses no calculus. As a result, it should be suitable for students with a broad
range of backgrounds. (Those sections that are more demanding are marked
with an asterisk and can be easily omitted.)

Changes in the Fifth Edition

Each new edition of this book has built on the success of prior editions by adding
a number of new topics, by adding and updating examples, and by improving
the exposition of existing materials. The fifth edition continues in that tradition.
We have included a new section on auctions in Chapters 13 (Game Theory and
Competitive Strategy), and we have expanded our coverage of supply-demand
analysis in Chapter 2, as well as our coverage of cost in Chapters 7 and 8. In
addition, we have added several new examples, and we have replaced a num-
ber of older examples with new ones.

In keeping with the preferences of many of our faithful users, we have not
changed the chapter organization of the book. However, we have significantly
revised portions of the first eight chapters, explaining some basic concepts in a
more detailed and systematic way. Our primary goal in revising the book has been,
as always, to make the text as clear, accessible, and engaging as possible.

The fifth edition of Microeconomics, like the fourth, is printed in four colors.
As before, we have tried to use color to make the figures as clear and peda-
gogically effective as possible. In addition, we have added several new dia-
grams, and we have modified a number of existing diagrams to improve their
accuracy and clarity.

This edition uses a larger text layout than earlier editions. This gave us the
opportunity to add some new pedagogical devices. Key terms now appear in
boldface and are defined in the margins of the text. Often, important ideas in
microeconomics build on concepts that have been developed earlier in the text.
In recognition of this fact, we have added a number of Concept Links in the
margins, which explicitly direct the student to prior relevant materials.

Alternative Course Designs

The fifth edition of Microecononics offers instructors substantial flexibility in
course design. For a one-quarter or one-semester course stressing the basic core
material, we would suggest using the following chapters and sections of chap-
ters: 1, 2, 3, 41-4.4, 6, 7.1-74, §, 9.1-9.3, 10, 11.1-11.3, 12, 14, 15.1-15.4, 18.1-
18.2, and 18.5. A somewhat more ambitious course might also include parts of
Chapters 5 and 16 and additional sections in Chapters 4, 7, and 9. To empha-
size uncertainty and market failure, an instructor should also include substan-
tial parts of Chapters 5 and 17.

Depending on one’s interests and the goals of the course, other sections could
be added or used to replace the materials listed above. A course emphasizing
modern pricing theory and business strategy would include all of Chapters 11,
12, and 13 and the remaining sections of Chapter 15. A course in managerial
economics might also include the appendixes to Chapters 4, 7, and 11 as well
as the appendix on regression analysis at the end of the book. A course stress-
ing welfare economics and public policy should include Chapter 16 and addi-
tional sections of Chapter 18.

Finally, we want to stress that those sections or subsections that are more de-
manding and/or peripheral to the core material have been marked with an as-
terisk. These sections can easily be omitted without detracting from the flow of
the book.

Supplementary Materials

Ancillaries of an exceptionally high quality are available to instructors and stu-
dents using the fifth edition of Microecononrics. The Instructor’s Manual, pre-
pared by Nora Underwood of the University of California, Davis, provides de-
tailed solutions to all end-of-chapter Review Questions and Exercises. Each
chapter also contains Teaching Tips to summarize key points and extra Review
Questions with answers.

The Test Bank, prepared by John Crooker of Texas Tech University, contains
over 2,000 multiple-choice and short-answer questions with solutions. It is de-
signed for use with the Prentice Hall Test Manager, a computerized package
that allows instructors to custom-design, save, and generate classroom tests.

A PowerPoint Lecture Presentation, created by Jeffrey Caldwell and Steven
Sinith, both of Rose State College, is available for the fifth edition and can be
downloaded from the text Web site (www.prenhall.com/pindyck). Instructors can
edit the detailed outlines and summaries to fit their own lecture presentations.
A set of Color Acetates of the figures and selected tables from the text is avail-
able for instructors using the fifth edition of Microeconomics.

The Study Guide, prepared by Valerie Suslow of the University of Michigan
and Jonathan Hamilton of the University of Florida, provides a wide variety of
review materials and exercises for students. Each chapter contains a list of im-
portant concepts, chapter highlights, a concept review, problem sets, and a self-
test quiz. Worked-out answers and solutions are provided for all exercises, prob-
lem sets, and self-test questions.

Prentice Hall’s Learning on the Internet Partnership (myPHLIP)/Companion
Web site (www.prenhall.com/pindyck) is a Web site with Internet exeicises, ac-
tivities, and resources related specifically to this text. New Internet resources
are added every two weeks to provide both the student and the instructor with
updated services. The site includes an On-Line Study Guide, prepared by
Peter Zaleski of Villanova University, containing multiple-choice and essay
questions. The On-Line Study Guide has a built-in grading feature that provides
students with immediate feedback in the form of coaching comments.

For the instructor, the Web site offers such resources as the Syllabus Manager,
answers to Current Events and Internet exercises, and a Faculty Lounge area
with teacliing archives and faculty chat rooms. From the Web site, instructors
can also download supplements and lecture aids, including the Instructor’s
Manual and PowerPoint Lecture Presentation. Instructors should contact their
Prentice Hall sales representative to get the necessary username and password
to access the faculty resources on the site.

Prentice Hall provides faculty with Internet tools to help create on-line courses.
It provides content and enhanced features to help instructors create full-length
on-line courses or simply produce on-line supplementary materials to use in
existing courses. Content is available on both WebCT and Blackboard platforms.
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CHAPTERS

PART 1 surveys the scope of microeconomics and introduces
some basic concepts and tools. Chapter 1 discusses the range
of problems that microeconomics addresses, and the kinds of
answers it can provide. It also explains what a market is, how
we determine the boundaries of a market, and how we mea-
sure market price.

Chapter 2 covers one of the most important tools of micro-
economics: supply-demand analysis. We explain how a com-
petitive market works and how supply and demand deter-
mine the prices and quantities of goods. We also show how
supply-demand analysis can be used to determine the effects
of changing market conditions, including government inter-
vention.




conomics is divided into two main branches: microeco-
momics and macroeconomics. Microeconomics deals with
the behavior of individual economic units. These units include
consumers, workers, investors, owners of land, business
firms—in fact, any individual or entity that plays a role in the
functioning of our economy.! Microeconomics explains how
and why these units make economic decisions. For example, it
@h@p@%’ Outline . , expllains how consumers make pul‘gh%ing decisior}s and how
their choices are affected by changing prices and incomes. It
also explains how firms decide how many workers to hire and
how workers decide where to work and how much work to do.

Another important concern of microeconomics is how eco-
nomic units interact to form larger units—markets and indus-
tries. Microeconomics helps us to understand, for example, why
the American automobile industry developed the way it did and
how producers and consumers interact in the market for auto-
mobiles. It explains how automobile prices are determined, how
much automobile companies invest irt new factories, and how

List of Examples many cars are produced each year. By studying the behavior and
interaction of individual firms and consumers, microeconomics
reveals how industries and markets operate and evolve, why
they differ from one another, and how they are affected by
government policies and global economic conditions.

By contrast, macroeconomics deals with aggregate eco-
nomic quantities, such as the level and growth rate of national
output, interest rates, unemployment, and inflation. But the
boundary between macroeconomics and microeconomics has
become less and less distinct in recent years. The reason is that
macroeconomics also involves the analysis of markets—for
example, the aggregate markets for goods and services, labor,
and corporate bonds. To understand how these aggregate mai-
kets operate, we must first understand the behavior of the
firms, consumers, workers, and investors who constitute
them. Thus macroeconomists have become increasingly con-
cerned with the microeconomic foundations of aggregate eco-
nomic phenomena, and much of macroeconomics is actually
an extension of microeconomic analysis.

' The prefix micro- is derived from the Greek word meaning “small.”
However, many of the individual economic units that we will study are small
only in relation to the U.S. economy as a whole. For example, the annual sales
of General Motors, IBM, or Exxon are larger than the gross national products
of many countries.
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microeconomics Branch of
economics that deals with the
behavior of individual eco-
nomic units—consumers, firmns,
workers, and investors—as
well as the markets that these
units comprise.

macroeconomics Branch of
economics that deals with
aggregate economic variables,
such as the level and growth
rate of national output, inter-
est rates, unemployment, and
inflation.

Introduction: Markets and Prices

1.1

The Rolling Stones once said: “You can’t always get what you want.” This is
true. For most people (even Mick Jagger), that there are limits to what you can
have or do is a simple fact of life learned in early childhood. For economists,
however, it can be an obsession.

Much of microeconormics is about limits—the limited incomes that con-
sumers can spend on goods and services, the limited budgets and technical
know-how that firms can use to produce things, and the limited number of
hours in a week that workers can allocate to labor or leisure. But microeconom-
ics is also about ways to make the most of these limits. More precisely, it is about the
allocation of scarce resources. For example, microeconomics explains how con-
sumers can best allocate their limited incomes to the various goods and services
available for purchase. It explains how workers can best allocate their time to
labor instead of leisure, or to one job instead of another. And it explains how
firms can best allocate limited financial resources to hiring additional workers
versus buying new machinery, and to producing one set of products versus
another.

In a planned economy such as that of Cuba, North Korea, or the former Soviet
Union, these allocation decisions are made mostly by the government. Firms are
told what and how much to produce, and how to produce it; workers have little
flexibility in choice of jobs, hours worked, or even where they live; and consumers
typically have a very limited set of goods to choose from. As a result, many of the
tools and concepts of microeconomics are of limited relevance in those countries.

In modern market economies, consumers, workers, and firms have much
more flexibility and choice when it comes to allocating scarce resources.
Microeconomics describes the trade-offs that consumers, workers, and firms face,
and shows how these trade-offs are best made.

The idea of making optimal trade-offs is an important theme in microeconom-
ics—one that you will encounter throughout this book. Let’s look at it in more
detail.

Consumers Consumers have limited incomes, which can be spent on a wide
variety of goods and services, or saved for the future. Consunzer theory, the sub-
ject matter of Chapters 3, 4, and 5 of this book, describes how consumers, based
on their preferences, maximize their well-being by trading off the purchase of
more of some goods with the purchase of less of others. We will also see how
consumers decide how much of their incomes to save, thereby trading off cur-
rent consumption for future consumption.

Norlkers Workers also face constraints and make trade-offs. First, people must
decide whether and when to enter the workforce. Because the kinds of jobs—
and corresponding pay scales—available to a worker depend in part on educa-
tional attainment and accumulated skills, one must trade off working now (and
earning an immediate income) with continued education (and the hope of earn-
ing a higher future income). Second, workers face trade-offs in their choice of
employment. For example, while some people choose to work for large corpora-
tions that offer job security but limited potential for advancement, others prefer
to work for small companies where there is more opportunity for advancement
but less security. Finally, workers must sometimes decide how many hours per
week they wish to work, thereby trading off labor for leisure.

Firms Firms also face limits in terms of the kinds of products that they can pro-
duce, and the resources available to produce them. The Ford Motor Company,
for example, is very good at producing cars and trucks, but it does not have the
ability to produce airplanes, computers, or pharmaceuticals. It is also con-
strained in terms of financial resources and the current production capacity of its
factories. Given these constraints, Ford must decide how many of each t‘vpe of
vehicle to produce. If it wants to produce a larger total number of cars and
trucks next year or the vear after, it must decide whether to hire more workers,
build new factories, or do both. The theory of the firm, the subject matter of
Chapters 6 and 7, describes how these trade-offs can best be made.

A second important theme of microeconomics is the role of prices. All of the
trade-offs described above are based on the prices faced by consumers, workers,
or firms. For example, a consumer trades off beef for chicken based partly on his
or her preferences for each one, but also on their prices. Likewise, workers trade
off labor for leisure based in part on the “price” that they can get for their
labor—i.e., the wage. And firms decide whether to hire more workers or pur-
chase more machines based in part on wage rates and machine prices.

Microeconormics also describes how prices are determined. In a centrally
planned economy, prices are set by the government. In a market economy, prices
are determined by the interactions of consumers, workers, and firms. These
interactions occur in markets—collections of buyers and sellers that together
determine the price of a good. In the automobile market, for example, car prices
are affected by competition among Ford, General Motors, Toyota, and other
manufacturers, and also by the demands of consumers. The central role of mar-
kets is the third important theme of microeconormics. We will say more about the
nature and operation of markets shortly. )

Theories and Models

Like any science, economics is concerned with the explanation and prediction of
observed phenomena. Why, for example, do firms tend to hire or lay off workers
when the prices of their raw materials change? How many workers are likely to
be hired or laid off by a firm or an industry if the p'rice of raw materials
increases by, say, 10 percent?

In economics, as in other sciences, explanation and prediction are based on
theories. Theories are developed to explain observed phenomena in terms of a
set of basic rules and assumptions. The theory of the firm, for example, begins
with a simple assumption—firms try to maximize their profits. The theory uses
this assumption to explain how firms choose the amounts of labor, capital, and
raw materials that they use for production and the amount of output they pro-
duce. It also explains how these choices depend on the prices of inputs, such as
labor, capital, and raw materials, and the prices that firms can receive for their
outputs.

~Economic theories are also the basis for making predictions. Thus the theory
of the firm tells us whether a firm’s output level will increase or decrease in
response to an increase in wage rates or a decrease in the price of raw materials.
With the application of statistical and econometric techniques, theories can be
used to construct models from which quantitative predictions can be made. A
imodel is a mathematical representation, based on economic theory, of a firm, a
market, or some other entity. For example, we might develop a model of a par-
ticular firm and use it to predict by liow ruch the firm’s output level will change
as a result of, say, a 10-percent drop in the price of raw materials.

Chapter 1

Preliminaries
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positive analysis Analysis
describing relationships of
cause and effect.

Statistics and econometrics also let us measure the acciracy of our predictions.
For example, suppose we predict that a 10-percent drop in the price of raw mate-
rials will lead to a 5-percent increase in output. Are we sure that the increase in
output will be exactly 5 percent, or might it be somewhere between 3 and 7 per-
cent? Quantifving the accuracy of a prediction can be as important as the predic-
tion itself.

No theory, whether in economics, physics, or any other science, is perfectly
correct. The usefulness and validity of a theory depend on whether it succeeds
in explaining and predicting the set of phenomena that it is intended to explain
and predict. Theories, therefore, are continually tested against observation. As a
result of this testing, they are often modified or refined and occasionally even
discarded. The process of testing and refining theories is central to the develop-
ment of economics as a science.

When evaluating a theory, it is important to keep in mind that it is invariably
imperfect. This is the case in every branch of science. In physics, for example,
Boyle’s law relates the volume, temperature, and pressure of a gas.” The law is
based on the assumption that individual molecules of a gas behave as though
they were tiny, elastic billiard balls. Physicists today know that gas molecules do
not, in fact, always behave like billiard balls, which is why Boyle’s law breaks
down under extremes of pressure and temperature. Under most conditions,
however, it does an excellent job of predicting how the temperature of a gas will
change when the pressure and volume change, and it is therefore an essential
tool for engineers and scientists.

The situation is much the same in economics. For example, firms do not max-
imize their profits all the time. Perhaps because of this, the theory of the firm has
had only limited success in explaining certain aspects of firms’ behavior, such as
the timing of capital investment decisions. Nonetheless, the theory does explain
a broad range of phenomena regarding the behavior, growth, and evolution of
firms and industries, and so it has become an important tool for managers and
policymakers.

Positive versus Normative Analysis

Microeconomics is concerned with both positive and normative questions. Positive
questions deal with explanation and prediction, normative questions with what
ought to be. Suppose the U.S. government imposes a quota on the import of for-
eign cars. What will happen to the price, production, and sales of cars? What
irnpact will this policy change have on American consumers? On workers in the
automobile industry? These questions belong to the realin of positive analysis:
statements that describe relationships of cause and effect.

Positive analysis is central to microeconomics. As we explained above, theo-
ries are developed to explain phenomena, tested against observations, and used
to construct models from which predictions are made. The use of economic the-
ory for prediction is important both for the managers of firms and for public pol-
icy. Suppose the federal government is considering raising the tax on gasoline.
The change would affect the price of gasoline, consumers’ preferences for small
or large cars, the amount of driving that people do, and so on. To plan sensibly,

* Robert Boyle (1627-1691) was a British chemist and physicist who discovered experimentally that
pressure (P), volume (V), and temperature (T) were related in the following way: PV = RT, where R
is a constant. Later, physicists derived this relationship as a consequence of the kinetic theory of
gases, which describes the movement of gas molecules in statistical terms.

oil companies, automobile companies, producers of automobile parts, and firms
in the tourist industry would all need to estimate the impact of the change.
Government policymakers would also need quantitative estimates of the effects.
They would want to determine the costs imposed on consumers (perhaps bro-
ken down by income categories); the effects on profits and employment in the
oil, automobile, and tourist industries; and the amount of tax revenue likely to
be collected each year.

Sometimes we want to go beyond explanation and prediction to ask such
questions as “What is best?” This involves normative analysis, which is also
important for both managers of firms and those making public policy. Again,
consider a new tax on gasoline. Automobile companies would want to deter-
mine the best (profit-maximizing) mix of large and small cars to produce once
the tax is in place. Specifically, how much money should be invested to make
cars more fuel-efficient? For policymakers, the primary issue is likely to be
whether the tax is in the public interest. The same policy objectives (say, an
increase in tax revenues and a decrease in dependence on imported oil) might be
met more cheaply with a different kind of tax, such as a tariff on imported oil.

Normative analysis is not only concerned with alternative policy options; it
also involves the design of particular policy choices. For example, suppose it has
been decided that a gasoline tax is desirable. Balancing costs and benefits, we
then ask what is the optimal size of the tax.

Normative analysis is often supplemented by value judgments. For example,
a comparison between a gasoline tax and an oil import tariff might conclude that
the gasoline tax will be easier to administer but will have a greater impact on
lower-income consumers. At that point, society must make a value judgment,
weighing equity against economic efficiency.” When value judgments are
involved, microeconomics cannot tell us what the best policy is. However, it can
clarify the trade-offs and thereby help to illuminate the issues and sharpen the
debate.

We can divide individual economic units into two broad groups according to
function—buyers and sellers. Buyers include consumers, who purchase goods
and services; and firms, which buy labor, capital, and raw materials that they
use to produce goods and services. Sellers include firms, which sell their goods
and services; workers, who sell their labor services; and resource owners, who
rent land or sell mineral resources to firms. Clearly, most people and most firms
act as both buyers and sellers, but we will find it helpful to think of them as sim-
ply buyers when they are buying something, and sellers when they are selling
something.

Together, buyers and sellers interact to form markets. A market is the collection
of buyers and sellers that, through their actual or potential interactions, determine the
price of a product or set of products. In the market for personal computers, for
example, the buyers are business firms, households, and students; the sellers are

” Most of the value judgments involving economic policy boil down to just this trade-off—equity
versus economic efficiency. This contlict and its implications are discussed clearly and in depth in
Arthur M. Okun, Equality and Efficiency: The Big Tradeoff (Washington: Brookings Institution, 1975)
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market definition Deter-
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and range of products that
should be included in a partic-
ular market.

arbitrage Practice of buying
at a low price at one location
and selling at a higher price in
another.
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Compagq, IBM, Dell, Gateway, and a number of other firms. Note that a market
includes more than an industry. An industry is a collection of firms that sell the same
or closely related products. In effect, an industry is the supply side of the market.

Economists are often concerned with market definition: which buyers and
sellers should be included in a particular market. When defining a market, pofen-
tial interactions of buyers and sellers can be just as important as actual ones. An
example of this is the market for gold. A New Yorker who wants to buy gold is
unlikely to travel to Zurich to do so. Most buyers of gold in New York will inter-
act only with sellers in New York. But because the cost of transporting gold is
small relative to its value, buyers of gold in New York could purchase their gold
in Zurich if the prices there were significantly lower. Significant differences in
the price of a commodity create a potential for arbitrage: buying at a low price in
one location and selling at a higher price somewhere else. It is precisely this pos-
sibility of arbitrage which prevents the prices of gold in New York and Zurich
from differing significantly and which creates a world market for gold.

Markets are at the center of economic activity, and many of the most interest-
ing questions and issues in economics concern the functioning of markets. For
example, why do only a few firms compete with one another in some markets,
while in others a great many firms compete? Are consumers necessarily better
off if there are many firms? If so, should the government intervene in markets
with only a few firms? Why have prices in some markets risen or fallen rapidly,
while in other markets prices have hardly changed at all? And which markets
offer the best opportunities for an entrepreneur thinking of going into business?

Competitive versus Noncompetitive Markets

In this book, we study the behavior of both competitive and noncompetitive
markets. A perfectly competitive market has many buyers and sellers, so that no
single buyer or seller has a significant impact on price. Most agricultural mar-
kets are close to being perfectly competitive. For example, thousands of farmers
produce wheat, which thousands of buyers purchase to produce flour and other
products. As a result, no single farmer and no single buyer can significantly
affect the price of wheat.

Many other markets are competitive enough to be treated as if they were per-
fectly competitive. The world market for copper, for example, contains a few
dozen major producers. That number is enough for the impact on price to be
negligible if any one producer goes out of business. The same is true for many
other natural resource markets, such as those for coal, iron, tin, or lumber.

Other markets containing a small number of producers may still be treated as
competitive for purposes of analysis. For example, the U.S. airline industry con-
tains several dozen firms, but most routes are served by only a few firms.
Nonetheless, because competition among those firms is often fierce, for some
purposes the market can be treated as competitive. Finally, some markets con-
tain many producers but are noncompetitive; that is, individual firms can jointly
affect the price. The world oil market is one example. Since the early 1970s, that
market has been dominated by the OPEC cartel. (A cartel is a group of producers
that acts collectively.)

Market Price

Markets make possible transactions between buyers and sellers. Quantities of a
good are sold at specific prices. In a perfectly competitive market, a single
price—the market price—will usually prevail. The price of wheat in Kansas

City and the price of gold in New York are two examples. These prices are usu-
ally easy to measure. For example, you can find the price of corn, wheat, or gold
each day in the business section of a newspaper. i

In markets that are not perfectly competitive, different firms might charge dif-
ferent prices for the same product. This might happen because one firm is ?ryino
to win customers from its competitors, or because customers have brand loyalo-
ties that allow some firms to charge higher prices than others. For example, two
brands of laundry detergent might be sold in the same supermarket at different
prices. Or two supermarkets in the same town might sell the same brand of
laundry detergent at different prices. In cases such as this, when we refer to the
market price, we will mean the price averaged across brands or supermarkets.

The market prices of most goods will fluctuate over time, and for many goods
the fluctuations can be rapid. This is particularly true for goods sold in coripeti-
tive markets. The stock market, for example, is highly competitive because there
are typically many buyers and sellers for any one stock. As anyone who has
invested in the stock market knows, the price of any particular stock fluctuates
from minute to minute and can rise or fall substantially during a single day.
Likewise, the prices of commodities such as wheat, soybeans, coffee, 0il, gold
silver, and lumber can rise or fall dramatically in a day or a week. o

Market Definition—The Extent of a Market

As we saw, market definition identifies which buyers and sellers should be
included in a given market. However, to determine which buyers and sellers to
include, we must first determine the extent of the market. The extent of a market
refers to its boundaries, both geographically and in terms of the range of products to
be included in it. °

When we refer to the market for gasoline, for example, we must be clear
about its geographic boundaries. Are we referring to downtown Los Angeles
southern California, or the entire United States? We must also be clear abost the/
range of products to which we are referring. Should regular-octane and high-
octane premium gasoline be included in the same market? Leaded and unleaded
gasoline? Gasoline and diesel fuel?

Fgl' some goods, it makes sense to talk about a market only in terms of very
restrictive geographic boundaries. Housing is a good example. Most people who
work in downtown Chicago will look for housing within commuting distance.
Tl?ey will not look at homes 200 or 300 miles away, even though thgse homes
might be much cheaper. And homes (together with the land they are sitting on)
200 miles away cannot be easily moved closer to Chicago. Thus the housing
market in Chicago is separate and distinct from, say, those in Clevelando,
I-.Iogston, Atlanta, or Philadelphia. Likewise, retail gasoline markets, though less
limited geographically, are still regional because of the expense of shipping
gasoline over long distances. Thus the market for gasoline in southern
California is distinct from that in northern Illinois. On the other hand, as we
mer‘ltioned earlier, gold is bought and sold in a world market; the possibility of
arbitrage prevents the price from differing significantly from one location to
another.

We must also think carefully about the range of products to include in a mar-
ket. For example, there is a market for 35-millimeter single-lens reflex (SLR)
cameras, and many brands compete in that market. But what about Polaroid
instant cameras? Should they be considered part of the same market? Probably
not, because they are used for different purposes and so do not compete with
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SLR cameras. Gasoline is another example. Regular and premium octane gaso-
lines might be considered part of the same market because most consumers can
use either. Diesel fuel, however, is not part of this market because cars that use
regular gasoline cannot use diesel fuel, and vice versa.*

Market definition is important for a number of reasons. A company, for exam-
ple, must understand who its actual and potential competitors are for the various
products it now sells or might sell in the future. It must also know the product-
characteristic boundaries and geographical boundaries of its market in order to
be able to set price, determine advertising budgets, and make capital investment
decisions. Market definition is likewise important for public-policy decisions.
Should the government allow a merger or acquisition involving companies that
produce similar products, or should it challenge it? The answer depends on the
impact of that merger or acquisition on future competition and prices, and often
this can be evaluated only by defining the market.

Tw development of a new drug by a pharmaceutical company is an expen-
sivé venture. It begins with large expenditures on research and develop-
ment, then requires various stages of laboratory and clinical testing, and, if the
new drug is finally approved, marketing, production, and sales. At that point,
the firm faces the important problem of determining the price of the new drug.
Pricing depends on the preferences and medical needs of the constuners who
will be buying the drug, the characteristics of the drug, and the number and
characteristics of competing drugs. Pricing a new drug, therefore, requires a
good understanding of the market in which it will be sold.

In the pharmaceutical industry, market boundaries are sometimes easy to
determine, and sometimes not so easy to determine. Markets are usually
defined in terms of therapeutic classes of drugs. For example, there is a market
for antiulcer drugs that is very clearly defined. Until a few years ago, there were
four competitors in the market: Tagamet (produced by Smithkline-Beecham),
Zantac (produced by Glaxo), Axid (produced by Eli Lilly), and Pepcid (pro-
duced by Merck). All four drugs work in roughly the same way: They cause the
stomach to produce less hydrochloric acid. They differ slightly in terms of their
side effects and their interactions with other drugs that a patient might be tak-
ing, but in most cases they could be readily substituted for each other.”

Another example of a clearly defined pharmaceutical market is the market
for anticholesterol drugs. There are four major products in the market: Merck’s
Mevacor has about 50 percent of the market. Pravachol (Bristol-Myers-Squibb)
and Zocor (also Merck) each have about 20 percent, and Lescol (Sandoz) about
10 percent. These drugs all do pretty much the same thing (reduce blood cho-
lesterol levels) and work in pretty much the same way. While their side effects

* How can we determine the extent of a market? Since the market is where the price of a good is
established, one approach focuses on market prices. We ask whether product prices in different geo-
graphic regions (or for different product types) are approximately the same, or whether they tend to
move together. If either is the case, we place them in the same market. For a more detailed discus-
sion, see George ]. Stigler and Robert A Sherwin, “The Extent of the Market,” Journal of Law and
Economics 27 (October 1985): 555-85.

¥ As we will discuss in Example 10.1, more recently Prilosec entered the market, and by 1997 became
the largest selling drug in the world. It is also an antiulcer drug, but works on a different biochemical
mechanism.

and interactions differ somewhat, they are all close substitutes. Thus when
Merck sets the price of Mevacor, it must be concerned not only with the will-
ingness of patients (and their insurance companies) to pay, but also with the
prices and characteristics of the three competing drugs. Likewise, a drug com-
pany that is considering whether to develop a new anticholesterol drug knows
that if it commits itself to the investment and succeeds, it will have to compete
with the four existing drugs. The company can use this information to project
its potential revenues from the new drug, and thereby evaluate the investment.

Sometimes pharmaceutical market boundaries are more ambiguous.
Consider painkillers, a category that includes aspirin, acetaminophen (sold
under the brand name Tylenol but also sold generically), ibuprofen (sold under
such brand names as Motrin and Advil, but also sold generically), naproxen
(sold by prescription, but also sold over the counter by the brand name Aleve),
and Voltaren (a more powerful prescription drug produced by Novartis). There
are many types of painkillers, and some work better than others for certain
types of pain (e.g., headaches, arthritis, muscle aches, etc.). Side effects likewise
differ. While some types of painkillers are used more frequently for certain
symptoms or conditions, there is considerable spillover. For example, depend-
ing on the severity of the pain and the pain tolerance of the patient, a toothache
might be treated witlt any of the painkillers listed above. This substitutability
makes the boundaries of the painkiller market difficult to define.

gaa

We often want to compare the price of a good today with what it was in the past
or is likely to be in the future. To make such a comparison meaningful, we need
to measure prices relative to the overall price level. In absolute terms, the price of a
dozen eggs is many times higher today than it was 50 years ago. Relative to
prices overall, however, it is actually lower. Therefore, we must be careful to cor-
rect for inflation when comparing prices across time. This means measuring
prices in real rather than nominal terms.

The nominal price of a good (sometimes called its “current-dollar” price) is
just its absolute price. For example, the nominal price of a quart of milk was
about 40 cents in 1970, about 65 cents in 1980, and about $1.05 in 1999. These are
the prices you would have seen in supermarkets in those vears. The real price of
a good (sometimes called its “constant-dollar” price) is the price relative to an
aggregate measure of prices. In other words, it is the price adjusted for inflation.

The aggregate measure most often used is the Consumer Price Index (CPI).
The CPI is calculated by the U.S. Bureau of Labor Statistics and is published
monthly. It records how the cost of a large market basket of goods purchased by
a “typical” consumer in some base year changes over time. (Currently the base
vear is 1983.) Percentage changes in the CPI measure the rate of inflation in the
economy.’

" Because the market basket is fixed, the CPI can tend to overstate inflation. The reason is that when
the prices of some goods rise substantially, consumers will shift some of their purchases to goods
whose prices have not risen as much, and the CPI ignores this phenomenon. We will discuss this in
Chapter 3
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After correcting for inflation, do we find that milk was more expensive in
1999 than in 19707 To find out, let’s calculate the 1999 price of milk in terms of
1970 dollars. The CPI was 38.8 in 1970 and rose to about 167 in 1999.7 (There was
considerable inflation in the United States during the 1970s and early 1980s.) In
1970 dollars, the price of milk was

38.8
167

X $1.05 = 50.24

In real terms, therefore, the price of milk was lower in 1999 than it was in 1970.
Put another way, the nominal price of milk went up by about 162 percent, but the
CPI went up 330 percent. Relative to the aggregate price level, milk prices fell.

In this book, we will usually be concerned with real rather than nominal
prices because consumer choices involve analyses of price comparisons. These
relative prices can most easily be evaluated if there is a common basis of com-
parison. Stating all prices in real terms achieves this objective. Thus, even
though we will often measure prices in dollars, we will be thinking in terms of
the 1ea1 purchasing power of those dollars.

En 1970, Grade A large eggs cost about 61 cents a dozen. In the same year, the
average annual cost of a college education at a private four-year college,
including room and board, was about $2,530. By 1998, the price of eggs had
risen to $1.04 a dozen, and the average cost of a college education was $19,213.
In real terms, were eggs more expensive in 1998 than in 1970? Had a college
education become more expensive?

Table 1.1 shows the nominal price of eggs, the nominal cost of a college edu-
cation, and the CPI for 1970-1998. (The CP1 is based on 1983 = 100.) Also

1970 1975 1980 1985 1990 1998
Consumer Price Index 38.8 53.8 82.4 107.6 130.7 163.0
Haminal Prices
Grade A large eggs $0.61 $0.77 $0.84 $0.80 $1.01 $1.04
College education 2530 3403 4912 8156 12,800 19,213
Real Prices (81970}
Grade Alarge eggs $0.61 $0.56 $0.40 $0.29 $0.30 $0.25
College education 2530 2454 2313 2941 3800 4573

7 Two good sources of data on the national economy are the Economic Report of the President and the
Statistical Abstract of the United States. Both are published annually and are available from the U S.
Government Printing Office.

shown are the real prices of eggs and a college education in 1970 dollars, calcu-
lated as follows:

CPlL,

Real price of eggs in 1975 =
CPlLos

X nominal price in 1975

CPligzo

Real price of eggs in 1980 =
CPlhggo

X nominal price in 1980

and so forth.

The table shows clearly that the real cost of a college education rose (by 81
percent) during this period, while the real cost of eggs tell (by 59 percent). It is
these relative changes in prices that are important for the choices that con-
sumers must make, not the fact that both eggs and college cost more in dollars
today than they did in 1970.

In the table, we calculated real prices in terms of 1970 dollars, but we could
have just as easily calculated them in terins of dollars of some other base year. For
example, suppose we want to calculate the real price of eggs in 1980 dollars. Then:

CPlygg
CPligss
CPlygg,
CPTyoss

Real price of eggs in 1975 = X nominal price in 1975

Real price of eggs in 1985 = X nominal price in 1985

and so forth. By going through the calculations, you can check to see that in
terms of 1980 dollars, the Ieal price of eggs was $1.30 in 1970, $1.18 in 1975, 84
cents in 1980, 61 cents in 1985, 64 cents in 1990, and 53 cents in 1998. You will
also see that the percentage declines in real price are the same no matter which
base year we use.’®

he federal minimum wage—first instituted in 1938 at a level of 25 cents per
hou1 —has been mc1eased periodically over the years. From 1981 through
1989, for example, it was $3.35 an hour and was raised to $4.25 an hour in 1990
In 1996, after much deliberation and debate, Congress voted to raise the mini-
mum wage to $4.70 in 1996 and then to $5.15 in 1997.°
Figure 1.1 shows the minimum wage from 1938 through 1999, both in nomi-
nal terms and in 1996 constant dollars. Note that although the legislated mini-
mum wage has steadily increased, in real terms the minimum wage today is
not very different from what it was in the 1950s.
Nonetheless, the 1996 decision to increase the minimum wage was a difficult
one. Although the higher minimum wage would provide a better standard of

® You can get World Wide Web data on the cost of a college educatlon at
and on the price of eggs at birn wien scenag.gon b £

" Some states also have minimum w ages that are higher than the federal minimum wage \ou can

leam more about the minimum wage at this Web siter http: www dobgovwdolyesa/public
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In nominal terms, the minimum wage has increased steadily over the past 60 years. However, in real terms its 1999
level is below that of the 1970s.

living for those workers who had been paid below the minimum, some ana-
lysts feared that it would also lead to increased unemployment among young
and unskilled workers. The decision to increase the minimum wage, therefore,
raises both normative and positive issues. The normative issue is whether any
loss of teenage and low-skilled jobs is outweighed by two factors: (1) the direct
bernefits to those workers who now eairn more as a result; and (2) any indirect
benefits to other workers whose wages might be increased along with the
wages of those at the bottom of the pay scale.

An important positive issue is how many fewer workers (if any) would be
able to get jobs with a higher minimum wage. As we will see in Chapter 14,
this issue is still hotly debated. Statistical studies have suggested that an
increase in the minimum wage of about 10 percent would increase teenage
unemployment by 1 to 2 percent. (The actual increase from $4.25 to 55.15 repre-
sents a $0.90/$4.25 or 21 percent increase.) However, one recent review of the
evidence questions whether there are any significant unemployment effects at all.'®

O The first studyv is David Neumark and William Wascher, “Emplovment Effects of Minimum and
Subminimum Wages: Panel Data on State Minimum Wage Laws,” Industrial and Labor Relations
Review 46 (October 1992): 55-81. A review of the literature appears in David Card and Alan Krueger,
Muyth and Measurement: The New Economics of He Minhiun Wage (Princeton: Princeton University
Press, 1995).

We think that after reading this book you will have no doubt about the impor-
tance and broad applicability of microeconomics. In fact, one of our major goals
is to show you how to apply microeconomic principles to actual decision-making
problems. Nonetheless, some extra motivation early on never hurts. Here are
two examples that not only show the use of microeconomics in practice but also
provide a preview of this book.

Corporate Decision Making:
Ford’'s Sport Utility Vehicles

Bv the mid 1990s, the Ford Explorer had become the best-selling sport utility vehi-
cle (SUV) in the United States. Then, in 1997, Ford introduced the Expedition—a
newly designed, larger, and roomier SUV. This car was also a huge success, and
contributed significantly to Ford’s profits. The success of these cars led Ford to
introduce an even larger and heavier SUV in 1999—the Excursion. The design
and efficient production of these cars involved not only some impressive engi-
neering advances, but a lot of economics as well.

First, Ford had to think carefully about how the public would react to the
design and performance of its new products. How strong would demand be ini-
tially, and how fast would it grow? How would demand depend on the prices
that Ford charged? Understanding consumer preferences and trade-offs and pre-
dicting demand and its responsiveness to price are essential to Ford and every
other automobile manufacturer. (We discuss cornsumer preferences and demand
in Chapters 3, 4, and 5.)

Next, Ford had to be concerned with the cost of manufacturing these cars.
How high would production costs be? How would costs depend on the number
of cars produced each vear? How would union wage negotiations or the prices
of steel and other raw materials affect costs? How much and how fast would
costs decline as managers and workers gained experience with the production
process? And to maximize profits, how many of these cars should Ford plan to
produce each year? (We discuss production and cost in Chapters 6 and 7 and the
profit-maximizing choice of output in Chapter 8.)

Ford also had to design a pricing strategy and consider how competi-
tors would react to it. For example, should Ford charge a low price for the
basic stripped-down version of the Explorer but high prices for individual
options, such as leather seats? Or would it be more profitable to make these
options “standard” items and charge a higher price for the whole package?
Whatever strategy Ford chose, how were competitors likely to react? Would
DaimlerChrysler try to undercut Ford by lowering the price of its Jeep Grand
Cherokee? Might Ford be able to deter DaimlerChrysler or GM from lowering
prices by threatening to respond with its own price cuts? (We discuss pricing in
Chapters 10 and 11 and competitive strategy in Chapters 12 and 13.)

Because its SUV product line required large investments in new capital equip-
ment, Ford had to consider both the risks and possible outcomes of its decisions.
Some of this risk was due to uncertainty over the future price of gasoline (higher
gasoline prices would reduce the demand for heavy vehicles). Some was due to
uncertainty over the wages that Ford would have to pay its workers. What
would happen if world oil prices doubled or tripled, or if the U.S. government
imposed a heavy tax on gasoline? How much bargaining power would the
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unions have, and how might union demands affect wage rates? How should
Ford take these uncertainties into account when making investment decisions?
(Commodity markets and the effects of taxes are discussed in Chapters 2 and 9.
Labor markets and union power are discussed in Chapter 14. Investment deci-
sions and the role of uncertainty are discussed in Chapters 5 and 15.)

Ford also had to worry about organizational problems. Ford is an integrated
firm in which separate divisions produce engines and parts and then assemble
finished cars. How should managers of different divisions be rewarded? What
price should the assembly division be charged for engines that it receives from
another division? Should all parts be obtained from the upstream divisions, or
should some be purchased from outside firms? (We discuss internal pricing and
organizational incentives for the integrated firm in Chapters 11 and 17.)

Finally, Ford had to think about its relationship to the government and the
effects of regulatory policies. For example, all of Ford’s cars must meet federal
emissions standards, and production-line operations must comply with health
and safety regulations. How might these regulations and standards change over
time? How might they affect costs and profits? (We discuss the role of govern-
ment in limiting pollution and promoting health and safety in Chapter 18.)

Public Policy Design: Automobile Emission
Standards for the Twenty-first Century

In 1970, the Federal Clean Air Act imposed strict tailpipe emission standards on
new automobiles. These standards have become increasingly stringent—the
1970 levels of nitrogen oxides, hydrocarbons, and carbon monoxide emitted by
automobiles had been reduced by about 90 percent by 1999. Now, as the number
of cars on the roads keeps increasing, the government must consider how strin-
gent these standards should be in the coming years.

The design of a program like the Clean Air Act involves a careful analysis of the
ecological and health effects of auto emissions. But it also involves a good deal of
economics. First, the government must evaluate the monetary impact of the pro-
gram on consumers. Emission standards affect the cost both of purchasing a car
(catalytic converters would be necessary, which would raise the cost of cars) and of
operating it (gas mileage would be lower, and converters would have to be
repaired and maintained). Because consumers ultimately bear much of this added
cost, it is important to know how it affects their standards of living. This means ana-
lyzing consumer preferences and demand. For example, would consumers drive
less and spend more of their income on other goods? If so, would they be nearly as
well off? (Consumer preferences and dermand are discussed in Chapters 3 and 4.)

To answer these questions, the government must determine how new stan-
dards will affect the cost of producing cars. Might automobile producers mini-
mize cost increases by using new lightweight materials? (Production and cost
are discussed in Chapters 6 and 7.) Then the government needs to know how
changes in production costs will affect the production levels and prices of new
automobiles. Are the additional costs absorbed or passed on to consumers in the
form of higher prices? (Output determination is discussed in Chapter 8, and
pricing in Chapters 10 through 13.)

Finally, the government must ask why the problems related to air pollution
are not solved by our market-oriented economy. The answer is that much of the
cost of air pollution is external to the firm. If firms do not find it in their self-
interest to deal adequately with auto emissions, what is the best way to alter
their incentives? Should standards be set, or is it more economical to impose air

pollution fees? How do we decide what people will pay to clean up the environ-
ment when there is no explicit market for clean air? Is the political process likely
to solve these problems? The ultimate question is whether the auto emissions
control program makes sense on a cost-benefit basis. Are the aesthetic, health,
and other benefits of clean air worth the higher cost of automobiles? (These
problems are discussed in Chapter 18.)

These are just two examples of how microeconomics can be applied in the
arenas of private and public policy decision making. You will see many more
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applications as you read this book.

1. Microeconomics is concerned with the decisions chases that results from that interaction. Micro-
made by small econornic units—consumers, workers, economics involves the study of both perfectly com-
investors, owrners of resources, and business firms. It petitive markets, in which no single buyer or seller
is also concerned with the interaction of consumers has an impact on price, and noncompetitive markets,
and firms to form markets and industries. in which individual entities can affect price.

2. Microeconomics relies heavily on the use of theory, The market price is established by the interaction of
which can (by simplification) help to explain how eco- buyers and sellers. In a perfectly competitive market,
nomic units behave and predict what behavior will a single price will usually prevail. In markets that are
occur in the future. Models are mathematical repre- not perfectly competitive, different sellers might
sentations of theories that can help in this explanation charge different prices. In this case, the market price
and prediction process. refers to the average prevailing price.

3. Microeconomics is concerned with positive questions When discussing a market, we must be clear about its
that have to do with the explanation and prediction of extent in terms of both its geographic boundaries and
phenomena. But niicroeconomics is also important for the range of products to be included in it. Some mar-
normative analysis, in which we ask what choices are kets (e.g., housing) are highly localized, whereas oth-
best—for a firm or for society as a whole. Normative ers (e.g., gold) are global in nature.
analyses must often be combined with individual To eliminate the effects of inflation, we measure real
value judgments because issues of equity and fairness (or constant-dollar) prices, rather than nominal (or
as well as of econormnic efficiency may be involved. current-dollar) prices. Real prices use an aggregate

4. A market refers to a collection of buyers and sellers

who interact, and to the possibility for sales and pur-

price index, such as the CP]J, to correct for inflation.

1. It is often said that a good theory is one that can in
principle be refuted by an empirical, data-oriented
study. Explain why a theory that cannot be evaluated
empirically is not a good theory.

2

Which of the following two statements involves posi-
tive economic analysis and which normative? How
do the two kinds of analysis differ?

a. Gasoline rationing (allocating to each individual a
maximum amount of gasoline that can be pur-
chased each year) is a poor social policy because it
interferes with the workings of the competitive
market system.

b. Gasoline rationing is a policy under which more
people are made worse off than are made better off.
Suppose the price of unleaded regular octane gasoline
were 20 cents per gallon higher in New Jersey than in
Oklahoma. Do vou think there would be an opportu-
nity for arbitrage (i.e., that firms could buy gas in
Oklahoma and then sell it at a profit in Jersey)? Why
or why not?
In Example 1.2, what economic forces explain why the
real price of eggs has fallen, while the real price of a
college education has increased? How have these
changes affected consumer choices?
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5.

Suppose that the Japanese ven rises against the U.S.
dollar; that is, it will take more dollars to buy any
given amount of Japanese ven. Explain why this
increase simultaneously increases the real price of
Japanese cars for U.5. consumers and lowers the real
price of U.5. automobiles for Japanese consumers.

6. The price of long-distance telephone service fell from

40 cents per minute in 1996 to 22 cents per minute in
1999, a 45-percent (18 cents/40 cents) decrease. The
Consumer Price Index increased by 10 percent over
this period. What happened to the real price of tele-
phone service?

Decide whether each of the following statements is

true or false and explain why:

a. Fast-food chains like McDonald’s, Burger King,
and Wendy’s operate all over the United States.
Therefore the market for fast food is a national
market.

b. People generally buy clothing in the city in which
they live. Therefore there is a clothing market in,
say, Atlanta that is distinct from the clothing mar-
ket in Los Angeles.

c. Some consumers strongly prefer Pepsi and some
strongly prefer Coke. Therefore there is no single
market for colas.

The following table shows the average retail price of

milk and the Consumer Price Index from 1980 to 1998.

1980 1885 1930 1835 1958

CPI

100 13058 158.62 18495 197.82

Retail price of milk $1.05  $1.13 $1.39 $1.48 S1.61
(fresh, whole, 1/2 gal.)

w

a. Calculate the real price of milk in 1980 dollars. Has
the real price increased/decreased/stayed the same
since 19807

b. What is the percentage change in the real price
(1980 dollars) from 1980 to 1998?

c. Convert the CPI into 1990 = 100 and determine
the real price of milk in 1990 dollars.

d. What is the percentage change in real price (1990
dollars) from 1980 to 19987 Compare this with
your answer in (b). What do you notice? Explain.

At the time this book went to print, the minimum

wage was $5.15. To find the current value of the CPI,

go to htip: I I nl. Click on Con-
sumer Price Index—All Urban Consumers (Current

Series) and select U.S. All items. This will give you the

CPI from 1913 to the present.

a. With these values, calculate the current real mini-
mumnm wage in 1990 dollars.

b. What is the percentage change in the real mini-
mum wage from 1985 to the present, stated in real
1990 dollars?
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Chapter Qutline

ist of Examples

ne of the best ways to appreciate the relevance of eco-

¥ NOMICs is to begin with the basics of supply and demand.

Supply-demand analysis is a fundamental and powerful tool

that can be applied to a wide variety of interesting and impor-
tant problems. To name a few:

Understanding and predicting how changing world eco-
nomic conditions affect market price and production

Evaluating the impact of government price controls, mini-
mum wages, price supports, and production incentives
Determining how taxes, subsidies, tariffs, and import quo-
tas affect consumers and producers

We begin with a review of how supply and demand curves
are used to describe the market mechanisim. Without govern-
ment intervention (e.g., through the imposition of price con-
trols or some other regulatory policy), supply and demand
will come into equilibrium to determine both the market price
of a good and the total quantity produced. What that price and
quantity will be depends on the particular characteristics of
supply and demand. Variations of price and quantity over
time depend on the ways in which supply and demand
respond to other economic variables, such as aggregate eco-
nomic activity and labor costs, which are themselves changing.

We will, therefore, discuss the characteristics of supply and
demand and show how those characteristics may differ from
one market to another. Then we can begin to use supply and
demand curves to understand a variety of phenomena—rfor
example, why the prices of some basic commodities have
fallen steadily over a long period while the prices of others
have experienced sharp gyrations; why shortages occur in cer-
tain markets; and why announcements about plans for future
government policies or predictions about future economic
conditions can affect markets well before those policies or con-
ditions become reality.

Besides understanding qualitatively how market price and
quantity are determined and how they can vary over time, it is
also important to learn how they can be analyzed quantitatively.
We will see how simple “back of the envelope” calculations
can be used to analyze and predict evolving market conditions.
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supply curve Relationship
between the quantity of a
good that producers are will-
ing to sell and the price of the
good.
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We will also show how markets respond both to domestic and international
macroeconomic fluctuations and to the effects of government interventions. We
will try to convey this understanding through simple examples and by urging
you to work through some exercises at the end of the chapter.

The basic model of supply and demand is the workhorse of microeconomics. It
helps us understand why and how prices change, and what happens when the
government intervenes in a market. The supply-demand model combines two
important concepts: a supply curve and a demand curve. It is important to under-
stand precisely what these curves represent.

The Supply Curve

The supply curve shows the quantity of a good that producers are willing to selt
at a given price, holding constant any other factors that might affect the quantity
supplied. The curve labeled S in Figure 2.1 illustrates this. The vertical axis of
the graph shows the price of a good, P, measured in dollars per unit. This is the
price that sellers receive for a given quantity supplied. The horizontal axis
shows the total quantity supplied, Q, measured in the number of units per
period.

The supply curve is thus a relationship between the quantity supplied and
the price. We can write this relationship as an equation:

Qs = Qs(P)

or we can draw it graphically, as we have done in Figure 2.1.

Price

P,

Q Q>  Quantity

The supply curve, labeled S in the figure, shows how the quantity of a good offered
for sale changes as the price of the good changes. The supply curve is upward slop-
ing; the higher the price, the more firms are able and willing to produce and sell. If
production costs fall, firms can produce the same quantity at a lower price or a larger
quantity at the same price. The supply curve then shifts to the right.

Chapter 2

Note that the supply curve slopes upward. In other words, the higher the
price, the more that firms are able and willing to produce and sell. For example, a
higher price may enable existing firms to expand production by hiring extra
workers or by having existing workers work overtime (at greater cost to the

. firm). Likewise, they may expand production over a longer period of time by

increasing the size of their plants. A higher price may also attract new firms to
the market. These newcomers face higher costs because of their inexperience in
the market and would therefore have found entry uneconomical at a lower price.

1 i s .
1 By -;:»ﬁ e

er Variables That Affect Supply The quantity supplied can depend
on other variables besides price. For example, the quantity that producers are
willing to sell depends not only on the price they receive but also on their pro-
duction costs, including wages, interest charges, and the costs of raw materials.
The supply curve labeled S in Figure 2.1 was drawn for particular values of
these other variables. A change in the values of one or more of these variables
translates into a shift in the supply curve. Let’s see how this might happen.

The supply curve S in Figure 2.1 says that at a price P}, the quantity produced
and sold would be Q,. Now suppose tliat the cost of raw materials falls. How
does this affect the supply curve?

Lower raw material costs—indeed, lower costs of any kind—make produc-
tion more profitable, encouraging existing firms to expand production and
enabling new firms to enter the market. If at the same time the market price
stayed constant at P}, we would expect to observe a greater quantity supplied.
Figure 2.1 shows this as an increase from Q; to Q.. When production costs
decrease, output increases no matter what the market price happens to be. The
entire supply curve thus shifts to the right, which is shown in the figure as a shift
fromStoS".

Another way of looking at the effect of lower raw material costs is to imagine
that the quantity produced stays fixed at Q, and then ask what price firms would
require to produce this quantity. Because their costs are lower, they would require
alower price—P-. This would be the case no matter what quantity was produced.
Again, we see in Figure 2.1 that the supply curve must shift to the right.

We have seen that the response of quantity supplied to changes in price can
be represented by movements along the supply curve. However, the response of
supply to changes in other supply-determining variables is shown graphically
as a shift of the supply curve itself. To distinguish between these two graphical
depictions of supply changes, economists often use the phrase cluange in supply to
refer to shifts in the supply curve, while reserving the phrase change in the quan-
tity supplied to apply to movements along the supply curve.

The Demand Curve

The demand curve shows how much of a good consumers are willing to buy as
the price per unit changes. We can write this relationship between quantity
demanded and price as an equation:

Qp = Qp(P)

or we can draw it graphically, as in Figure 2.2. Note that the demand curve in that
figure, labeled D, slopes downward: Consumers are usually ready to buy more if the
price is lower. For example, a lower price may encourage consumers who have
already been buying the good to consume larger quantities. Likewise, it may allow
other consumers who were previously unable to afford the good to begin buying it.
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demand curve Relationship
between the quantity of a
good that consumers are will-
ing to buy and the price of the
good.
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Price

Py

The demand curve, labeled D, shows how the quantity of a good demanded by con-
sumers depends on its price. The demand curve is downward sloping; holding other
things equal, consumers will want to purchase more of a good the lower is its price.
The quantity demanded may also depend on other variables, such as income, the
weather, and the prices of other goods. For most products, the quantity demanded in-
creases when income rises. A higher income level shifts the demand curve to the right.

Of course the quarttity of a good that consumers are willing to buy can
depend on other things besides its price. [ncoie is especially important. With
greater incomes, consumers can spend more money on any good, and some con-
surners will do so for most goods.

5 g 2 Curve Let's see what happens to the demand curve
if income levels increase. As vou can see in Figure 2.2, if the market price were
held constant at P, we would expect to see an increase in the quantity
demanded—say, from Q, to Q., as a result of consumers’ higher incomes.
Because this increase would occur no matter what the market price, the result
would be a shift to the right of the entire demand curve. In the figure, this is shown
as a shift from D to D’. Alternatively, we can ask what price consumers would
pay to purchase a given quantity Q,. With greater incorne, they should be will-
ing to pav a higher price—say, P, instead of Py in Figure 2.2. Again, the demand
curve will shift to the right. As we did with supply, we will use the phrase clhange
in demand to refer to shifts in the demand curve, and reserve the phrase change in
the quantity denanded to apply to movements along the demand curve.'

» Changes in the prices of related
goods also affect demand. Goods are substitutes when an increase in the price of
one leads to an increase in the quantity demanded of the other. For example,
copper and aluminum are substitute goods. Because one can often be substi-
tuted for the other in industrial use, the quantity of copper demanded will increase if

! Mathematically, we can write the dernand curve as
Qp = D(PI)

where [ is disposable income. When we draw a demand curve, we are keeping [ fixed.

Chaptier 2

the price of aliminnun increases. Likewise, beef and chicken are substitute goods
because most consumers are willing to shift their purchases from one to the
other when prices change.

Goods are complements when an increase in the price of one leads to a
decrease in the quantity demanded of the other. For example, automobiles and
gasoline are complementary goods. Because they tend to be used together, a
decrease in the price of gasoline increases the quantity demanded for automobiles.
Likewise, computers and computer software are complementary goods. The price
of computers has dropped dramatically over the past decade, fueling an increase
not only in purchases of computers, but also purchases of software packages.

We attributed the shift to the right of the demand curve in Figure 2.2 to an
increase in income. However, this shift could also have resulted from either an
increase in the price of a substitute good or a decrease in the price of a comple-
mentary good. Or it might have resulted from a change in somme other variable,
such as the weather. For example, demand curves for skis and snowboards will
shift to the right when there are heavy snowfalls.

2.2

The next step is to put the supply curve and the demand curve together. We
have done this in Figure 2.3. The vertical axis shows the price of a good, P, again
measured in dollars per unit. This is now the price that sellers receive for a given
quantity supplied, and the price that buyers will pay for a given quantity
demanded. The horizontal axis shows the total quantity demanded and sup-
plied, Q, measured in number of units per period.

= iprium The two curves intersect at the equilibrium, or market-clearing
price and quantity. At this price (P, in Figure 2.3), the quantity supplied and the
quantity demanded are just equal (to (y). The market mechanism is the ten-
dency in a free market for the price to change until the market clears—i.e., until

Price
(dollars per unit)

P
N

Pybommome

Shortage

The market clears at price Py and quantity Q,. At the higher price Py, a surplus
develops, so price falls. At the lower price P,, there is a shortage, so price is bid up.
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complements Two goods for
which an increase in the price
of one leads to a decrease in
the quantity demanded of the
other.

equilibrium (or market-
clearing) price Price that
equates the quantity supplied
to the quantity demanded.

market mechanism Ten-
dency in a free market for
price to change until the
market clears.
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surplus Situation in which
the quantity supplied exceeds
the quantity demanded.

shortage Situation in which
the quantity demanded

exceeds the quantity supplied.

the quantity supplied and the quantity demanded are equal. At this point,
because there is neither excess demand nor excess supply, there is no pressure
for the price to change further. Supply and demand might not always be in equi-
librium, and some markets might not clear quickly wher conditions change sud-
denly. The tendency, however, is for markets to clear.

To understand why markets tend to clear, suppose the price were initially
above the market-clearing level—say, P, int Figure 2.3. Producers will try to pro-
duce and sell more than consumers are willing to buy. A surplus—a situation in
which the quantity supplied exceeds the quantity demanded—will result. To
sell this surplus—or at least to prevent it from growing—producers would
begin to lower prices. Eventually, as price fell, quantity demanded would
increase, and quantity supplied would decrease until the equilibrium price Py
was reached.

The opposite would happen if the price were initially below P;—say, at P.. A
shortage—a situation in which the quantity demanded exceeds the quantity
supplied—would develop, and consumers would be unable to purchase all they
would like. This would put upward pressure on price as consumers tried to out-
bid one another for existing supplies and producers reacted by increasing price
and expanding output. Again, the price would eventually reach P,,.

When Can We Use the Supply-Demand Model? When we draw and
use supply and demand curves, we are assuming that at any given price, a given
quantity will be produced and sold. This assumption makes sense only if a mar-
ket is at least roughly competitive. By this we mean that both sellers and buyers
should have little iarket power—i.e., little ability individually to affect the market
price.

Suppose instead that supply were controlled by a single producer—a monop-
olist. In this case, there will no longer be a simple one-to-one relationship
between price and the quantity supplied. Why? Because a monopolist’s behav-
ior depends on the shape and position of the demand curve. If the demand
curve shifts in a particular way, it may be in the monopolist’s interest to keep the
quantity fixed but change the price, or to keep the price fixed and change the
quantity. (How this could occur is explained in Chapter 10.) Thus when we work
with supply and demand curves, we implicitly assume that we are referring to a
competitive market.

We have seen how supply and demand curves shift in response to changes in
such variables as wage rates, capital costs, and income. We have also seen how
the market mechanism results in an equilibrium in which the quantity supplied
equals the quantity demanded. Now we will see how that equilibrium changes
in response to shifts in the supply and demand curves.

Let’s begin with a shift in the supply curve. In Figure 2.4, the supply curve
has shifted from S to S’ (as it did in Figure 2.1), perhaps as a result of a decrease
in the price of raw materials. As a result, the market price drops (from P, to Ps),
and the total quantity produced increases (from Q, to Qs). This is what we would
expect: Lower costs result in lower prices and increased sales. (Indeed, gradual
decreases in costs resulting from technological progress and better management
are an important driving force behind economic growth.)
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Price

When the supply curve shifts to the right, the market clears at a lower price P; and a
larger quantity Q5.

Figure 2.5 shows what happens following a rightward shift in the demand
curve resulting from, say, an increase in income. A new price and quantity result
after demand comes into equilibrium with supply. As shown in Figure 2.5, we
would expect to see cortisumers pay a higher price, P;, and firms produce a
greater quantity, O, as a result of an increase in income.

In most markets, both the demand and supply curves shift from time to time.
Consumers’ disposable incomes change as the economy grows (or contracts,
during economic recessions). The demands for some goods shift with the sea-
sons (e.g., fuels, bathing suits, umbrellas), with changes in the prices of related
goods (an increase in oil prices increases the demand for natural gas), or simply

Price

Quantity

When the demand curve shifts to the right, the market clears at a higher price P;and
alarger quantity Qs.
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Price

Supply and demand curves shift over time as market conditions ch?mge. Ir} this
example, rightward shifts of the supply and demand curves lead to a shgl_1tly higher
price and a much larger quantity. In general, changes in price and quantity depend
on the amount by which each curve shifts and the shape of each curve.

with changing tastes. Similarly wage rates, capital costs, and the prices of raw
materials also change from time to time, and these changes shift the supply curve.

Supply and demand curves can be used to trace the effects of these changes.
In Figure 2.6, for example, shifts to the right of both supply and demand result
in a slightly higher price (from P; to P-) and a much larger quantity (from Q; to
Q-). In general, price and quantity will change depending both on how much the
supply and demand curves shift and on the shapes of those curves. To predict
the sizes and directions of such changes, we must be able to characterize quanti-
tatively the dependence of supply and demand or price and other variables. We
will turn to this task in the next section.

?ln Examnple 1.2, we saw that from 1970 to 1998, the real (constant-dollar) price
il of eggs fell by 59 percent, while the real price of a college education rose by
81 percent. What caused this large decline in egg prices and large increase in
the price of college? )

We can understand these price changes by examining the behavior of supply
and demand for each good, as shown in Figure 2.7. For eggs, the mechanization
of poultry farms sharply reduced the cost of producing eggs, shifting the sup-
ply curve downward. At the same time, the demand curve for eggs shifted to
the left as a more health-conscious population changed its eating habits and
tended to avoid eggs. As a result, the real price of eggs declined sharply, but
total annual consumption increased only slightly (from 5300 million dozen to
5500 million dozen).

As for college, supply and demand shifted in the opposite directions.
Increases in the costs of equipping and maintaining modern classrooms, labo-
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(a) The supply curve for eggs shifted downward as production costs fell; the demand
sumer preferences changed. As a result, the real price of eggs fell sharply and egg consumption fell slightly. (b) The
supply curve for a college education shifted up as the costs of equipment, maintenance, and staffing rose. The
demand curve shifted to the right as a growing number of high school graduates desired a college education. As a
result, both price and enrollments rose sharply.

(b)

curve shifted to the left as con-

ratories, and libraries, along with increases in faculty salaries, pushed the sup-
ply curve up. At the same time, the demand curve shifted to the right as a
larger and larger percentage of a growing number of high school graduates
decided that a college education was essential. Thus, despite the increase in
price, 1998 found more than 12 million students enrolled in undergraduate col-
lege degree programs, compared with 7.4 million in 1970.

i‘ lthough the U.S. economy has grown vigorously over the past two
Z™ 5% decades, the gains from this growth have not been shared equally by all.
Skilled high-income workers have seen their wages grow substantially, while
the wages of unskilled low-income workers have, in real terms, actually fallen
slightly. Overall, there has been growing inequality in the distribution of earn-
ings, a phenomenon which began around 1980 and has accelerated in recent
vears. For example, from 1977 to 1999, the top 20 percent of the income distri-
bution experienced an average increase in real (inflation-adjusted) after-tax
incomes of more than 40 percent, while the bottom 20 percent of the income
distribution dropped by over 10 percent. If this increase in inequality continues
during the coming decade, it could lead to social unrest and have other trou-
bling implications for American society.
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Why has income distribution become so much more unequal during the past
two decades? The answer is in the supply and demand for workers. While the 100
supply of unskilled workers—people with limited educations—has grown W
substantially, the demand for them has risen only slightly. This shift of the sup-
ply curve to the right, combined with little movement of the demand curve, has
caused wages of unskilled workers to fall. On the other hand, while the supply 80 ~
of skilled workers—e.g., engineers, scientists, managers, and economists—has
grown slowly, the demand has risen dramatically, pushing wages up. (We leave
it to you as an exercise to draw supply and demand curves and show how they
have shifted, as was done in Example 2.1.)

These trends are evident in the behavior of wages for different categories of
employment. For example, the real (inflation-adjusted) earnings of managerial
and professional workers rose by more than 8 percent from 1983 to 1998. Over
the same period, the real incomes of relatively unskilled service workers (such
as restaurant workers, sales clerks, and janitorial workers) fell by more than
5 percent.

Most projections point to a continuation of this phenomenon during the
beginning of the new millennium. As the high-tech sectors of the American
economy grow, the demand for highly skilled workers is likely to increase fur-
ther. At the same time, the computerization of offices and factories will further
reduce the demand for unskilled workers. (This trend is discussed further in
Example 14.7.) These changes can only exacerbate wage inequality.
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Although annual consumption has increased about a hundredfold, the real (inflation-adjusted) price has not
_ changed much.
any people are concerned about the earth’s natural resources. At issue

is whether our energy and mineral resources are likely to be depleted in
the near future, leading to sharp price increases that could bring an end to
economic growth. An analysis of supply and demand can give us some
perspective.

The earth does indeed have only a finite amount of mineral resources, such
as copper, iron, coal, and oil. During the past century, however, the prices of
these and most other natural resources have declined or remained roughly
constant relative to overall prices. Figure 2.8, for example, shows the price of
copper in real terms (adjusted for inflation), together with the quantity con-
sumed from 1880 to 1998. (Both are shown as an index, with 1880 = 1.)
Despite short-term variations in price, no significant long-term increase has
occurred, even though annual consumption is now about 100 times greater
than in 1880. Similar patterns hold for other mineral resources, such as iron,
oil, and coal.?

The demands for these resources grew along with the world economy. (These L— Diow _ Daoxy
shifts in the demand curve are illustrated in Figure 2.9.) But as demand grew, pro-
duction costs fell. The decline was due first to the discovery of new and bigger

Price
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Quantity

Although demand for most resources has increased dramatically over the past cen-

* The data in Figure 2.8 are from Robert S. Manthy, Natural Resouree Commodities—A Century of ~ tury, prices have fallen or risen only slightly in real (inflation-adjusted) terms be-
Statistics (Baltimore: Johns Hopkins University Press, 1978), supplemented after 1973 with data from cause cost reductions have shift ; : -

i Y . , ed the s
the U.S. Bureau of Mines and from the World Bank. € Llpply curve to the rlght just as d_rama’acally.
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elasticity Percentage change
in one variable resulting from
a 1-percent increase in another.

price elasticity of demand
Percentage change in quantity
demanded of a good resulting
from a I-percent increase in its
price.
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deposits, which were cheaper to mine, and then to technical progress and the eco-
nomic advantage of mining and refining on a large scale. As a result, the supply
curve shifted over time to the right. Over the long term, because increases in sup-
ply were greater than increases in demand, price often fell, as shown in Figure 2.9.

This is not to say that the prices of copper, iron, and coal will decline or
remain constant forever. After all, these resources are finite. But as prices begin
to rise, consumption will likely shift, at least in part, to substitute materials.
Copper, for example, has already been replaced in many applications by alu-
minum and, more recently, in electronic applications by fiber optics. (See
Example 2.7 for a more detailed discussion of copper prices.)

We have seen that the demand for a good depends not only on its price, but also
on consumer income and on the prices of other goods. Likewise, supply
depends both on price and on variables that affect production cost. For example,
if the price of coffee increases, the quantity demanded will fall, and the quantity
supplied will rise. Often, however, we want to know how much the quantity sup-
plied or demanded will rise or fall. How sensitive is the demand for coffee to its
price? If price increases by 10 percent, how much will the quantity demanded
change? How much will it change if income rises by 5 percent? We use elasticities
to answer questions like these.

An elasticity measures the sensitivity of one variable to another. Specifically,
it is a number that tells us the percentage change that will occur in one variable in

response to a 1-percent increase in another variable. For example, the price elasticity of

demand measures the sensitivity of quantity demanded to price changes. It tells
us what the percentage change in the quantity demanded for a good will be fol-
lowing a 1-percent increase in the price of that good.

10103 1 Let’s look at this in more detail. Denoting
p11ce bV Q and P, we write the price elasticity of demand as

E, = (%AQ)/(%AP)

A, L.fg

quant1tv an

where % AQ simply means “percentage change in Q” and % AP means “percent-
age change in P.” (The symbol A is the Greek capital letter delfa; it means “the
change in.” So AX means “the change in the variable X,” say, from one year to
the next.) The percentage change in a variable is just the absolute change in the
variable divided by the original level of the variable. (If the Consumer Price Index
were 200 at the beginning of the year and increased to 204 by the end of the year,
the percentage change—or annual rate of inflation—would be 4/200 = .02, or 2
percent.) Thus we can also write the price elasticity of demand as follows:*

_AQ/Q _PAQ
E="3p/p ~ 0aP (2.1)

The price elasticity of demand is usually a negative number. When the price
of a good increases, the quantity demanded usually falls. Thus AQ/AP (the
change in quantity for a change in price) is negative, as is E,,.

> In terms of infinitesimal changes (letting the AP become very small), E

= (F/Q)(AQ/AP).

When the price elasticity is greater than 1 in magnitude, we say that demand
is price elastic because the percentage decline in quantity demanded is greater
than the percentage increase in price. If the price elasticity is less than 1 in mag-
nitude, demand is said to be price inelastic. In general, the price elasticity of
demand for a good depends on the availability of OthEl goods that can be substi-
tuted for it. When there are close substitutes, a price increase will cause the con-
sumer to buy less of the good and more of the substitute. Demand will then be
highly price elastic. When there are no close substitutes, demand will tend to be
price inelastic.

Equation (2.1) says that the price elasticity of
demand is the change in quantity associated with a change in price (AQ/AP)
times the ratio of price to quantity (P/Q). But as we move down the demand
curve, AQ/AP may change, and the price and quantity will always change.
Therefore, the price elastlcm of demand must be measured at a par ficular point
oit the demand curve and will generally change as we move along the curve.

This principle is easiest to see for a linear demand curve—that is, a demand
curve of the form

Q=a—bP
As an example, consider the demand curve
Q=8-2P
For this curve, AQ/AP is constant and equal to —2 (a AP of 1 results in a AQ

of —2). However, the curve does 1ot have a constant elasticity. Observe from
Figure 2.10 that as we move down the curve, the ratio P/Q falls; the elasticity

Quantity

The price elasticity of demand depends not only on the slope of the demand curve

but also on the price and quantity. The elasticity, therefore, varies along the curve as
price and quantity change. Slope is constant for this linear demand curve. Near the
top, because price is hJUh and quantity is small, the elasticity is large in magnitude.
The elasticity becornes Smaller as we move down the curve.
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linear demand curve
Demand curve that is a
straight line



32 Part1 |Introduction: Markets and Prices Chapter 2  The Basics of Supply and Demand 33

Price

Price

Quantity

Q*  Quantity

(a) For a horizontal demand curve, AQ/AP is infinite. Because a tiny change in price leads to an enormous change in
demand, the elasticity of demand is infinite. (b) For a vertical demand curve, AQ/AP is zero. Because the quantity
demanded is the same no matter what the price, the elasticity of demand is zero.

infinitely elastic demand
Consumers will buy as much
of a good as they can getata
single price, but for any higher
price the quantity demanded
drops to zero, while for anv
lower price the quantity
demanded increases without
limit.

completely inelastic demand
Consumers will buy a fixed
quantity of a good regardless
of its price.

income elasticity of demand
Percentage change in the
quantity demanded resulting
from a 1-percent increase in
income.

cross-price elasticity of
demand Percentage change
in the quantity demanded of
one good resulting from a
1-percent increase in the price
of another.

therefore decreases in magnitude. Near the intersection of the curve with the
price axis, Q is very small, so E, = —2(F/Q) is large in magnitude. When P = 2
and Q = 4, EP = —1. At the intersection with the quantity axis, P = 0 so E;v = Q.

Because we draw demand (and supply) curves with price on the vertical axis
and quantity on the horizontal axis, AQ/AP = (1/slope of curve). As a result, for
any price and quantity combination, the steeper the slope of the curve, the less
elastic is demand. Figure 2.11 shows two special cases. Figure 2.11(a) shows a
demand curve reflecting infinitely elastic demand: Consumers will buy as
much as they can at a single price P*. For even the smallest increase in price
above this level, quantity demanded drops to zero, and for any decrease in price,
quantity demanded increases without limit. The demand curve in Figure 2.11(b),
on the other hand, reflects completely inelastic demand: Consumers will buy a
fixed quantity Q*, no matter what the price.

* d Elasticities We will also be interested in elasticities of
demand with respect to other variables besides price. For example, demand for
most goods usually rises when aggregate income rises. The income elasticity of
demand is the percentage change in the quantity demanded, Q, resulting from a
1-percent increase in income I:

W

£ =290 120 (2.2)
AI/I Q Al

The demand for some goods is also affected by the prices of other goods.

For example, because butter and margarine can easily be substituted for each

other, the demand for each depends on the price of the other. A cross-price elas-

ticity of demand refers to the percentage change in the quantity demanded for a

good that results from a 1-percent increase in the price of another good. So the

elasticity of demand for butter with respect to the price of margarine would be
written as

AQ:./Q: P, AQ,
APm/Pm Qf' APN:

EQ;,. P, = (2.3)

where Q; is the quantity of butter and P,, is the price of margarire.

In this example, the cross-price elasticities will be positive because the goods
are substitutes: Because they compete in the market, a rise in the price of mar-
garine, which makes butter cheaper relative to margarine, leads to an increase in
the quantity of butter demanded. (Because the demand curve for butter will
shift to the right, the price of butter will rise.) But this is not always the case.
Some goods are complements: Because they tend to be used together,'an increase
in the price of one tends to push down the consumption of the other. Gasoline
and motor oil are an example. If the price of gasoline goes up, the quantity of
gasoline demanded falls—motorists will drive less. But the demand for motor
oil also falls. (The entire demand curve for motor oil shifts to the left.) Thus, the
cross-price elasticity of motor oil with respect to gasoline is negative.

Elasticities of Supply Elasticities of supply are defined in a similar manner.
The price elasticity of supply is the percentage change in the quantity supplied
resulting from a 1-percent increase in price. This elasticity is usually positive
because a higher price gives producers an incentive to increase output.

We can also refer to elasticities of supply with respect to such variables as
nterest rates, wage rates, and the prices of raw materials and other intermediate
goods used to manufacture the product in question. For example, for most man-
ufactured goods, the elasticities of supply with respect to the prices of raw mate-
rials are negative. An increase in the price of a raw material input means higher

costs for the firm; other things being equal, therefore, the quantity supplied will
fall. ’

[heat is an important agricultural commodity, and the wheat market has
been studied extensively by agricultural economists. During the 1980s
and 1990s, changes in the wheat market had major implications for both
American farmers and U.S. agricultural policy. To understand what happened,
let’s examine the behavior of supply and demand over this period.

From statistical studies, we know that for 1981 the supply curve for wheat
was approximately as follows:*

Supply: Qs = 1800 + 240P

—_——

" For a survey of statistical studies of the demand and supply of wheat and an analysis of evolving
market conditions, see Larry Salathe and Sudchada Langley, “An Empirical Analvsis of Altemati\’ké
Export Subsidy Programs for U.S. Wheat,” Agricultural Economics Research 38, No. 1 (Winter 1986).
The supply and demand curves in this example are based on the studies they survey.

price elasticity of supply
Percentage change in quantity
supplied resulting from a
1-percent increase in price.
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where price is measured in nominal dollars per bushel and quantities are in
millions of bushels per vear. These studies also indicate that in 1981 the
demand curve for wheat was

Demand:  Qp = 3550 — 266P

By setting the quantity supplied equal to the quantity demanded, we can deter-
mine the market-clearing price of wheat for 1981:

Qs = Op
1800 + 240P = 3550 — 266P
506P = 1750

P = $3.46 per bushel

To find the market-clearing quantity, substitute this price of $3.46 into either the
supply curve equation or the demand curve equation. Substituting into the
supply curve equation, we get

Q = 1800 + (240)(3.46) = 2630 million bushels

What are the price elasticities of demand and supply at this price and quan-
tity? We use the demand curve to find the price elasticity of demand:

P AQp 346
Ef=———= —266) = —0.35
PTQap 26300 %) 7
Thus demand is inelastic. We can likewise calculate the price elasticity of
supply:
P AQs 346

El=—""2=
P70 Ap 2630

(240) = 0.32

Because these supply and demand curves are linear, the price elasticities
will vary as we move along the curves. For example, suppose that a drought
caused the supply curve to shift far enough to the left to push the price up
to $4.00 per bushel. In this case the quantity demanded would fall to
3550 — (266)(4.00) = 2486 million bushels. At this price and quantity, the elas-
ticity of demand would be

4.00
ER =
P 0486

(—266) = —0.43

The wheat market has evolved over the years, in part because of changes in
the demand for wheat. The demand for wheat has two components: domestic
demand (demand by U.S. consumers) and export demand (demand by foreign
consumers). During the 1980s and 1990s, domestic demand for wheat rose only
slightly (due to modest increases in population and income). Export demand,
however, fell sharply. There were several reasons. First and foremost was the
sticcess of the Green Revolution in agriculture: Developing countries like India,
which had been large importers of wheat, became increasingly self-sufficient.
In addition, European countries adopted protectionist policies that subsidized
their own production and imposed tariff barriers against imported wheat.
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In 1998, demand and supply were

Detand:  Qp = 3244 — 283P

[
—_
O
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i
)
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~

Supply: Qs

Once again, equating quantity supplied and quantity demanded yields the
market-clearing (nominal) price and quantity:

1944 + 207P = 3244 — 283P
P = 52.65 per bushel
Q = 3244 — (283)(2.65) = 2494 million bushels

Thus the price of wheat fell even in nominal terms. (You can clieck to see that at
this price and quantity, the price elasticity of demand was —0.30 and the price
elasticity of supply was 0.22.)

The price of wheat was actually greater than $3.46 in 1981 because the U.S.
government bought wheat through its price-support program. In addition,
throughout the 1980s and 1990s, farmers received direct subsidies for the wheat
they produced. We discuss how such agricultural policies work and evaluate
the costs and benefits for consumers, farmers, and the federal budget in
Chapter 9.

= i sade ﬁq-ﬁ% T TR
2.8 Short-Run versus

When analyzing demand and supply, it is important to distinguish between the
short run and the long run. In other words, if we ask how much demand or sup-
ply changes in response to a change in price, we must be clear about low much
time is allowed to pass before measuring the changes in the quantity demanded or sup-
plied. If we allow only a short time to pass—say, one year or less—then we are
dealing with the short run. When we refer to the long run, we mean that enough
time is allowed for consumers or producers to fully adjust to the price change. In
general, short-run demand and supply curves look very different from their
long-run counterparts.

Demand

For many goods, demand is much more price elastic in the long run than in the
short run. For one thing, it takes time for people to change their consumption
habits. For example, even if the price of coffee rises sharply, the quantity
demanded will fall only gradually as consumers begin to drink less. In addition,
the demand for a good might be linked to the stock of another good that changes
only slowly. For example, the demand for gasoline is much more elastic in the
long run than in the short run. A sharply higher price of gasoline reduces the
quantity demanded in the short run by causing motorists to drive less, but it has
its greatest impact on demand by inducing consumers to buy smaller and more
fuel-efficient cars. But because the stock of cars changes only slowly, the quantity
of gasoline demanded falls only slowly. Figure 2.12 shows short-run and long-
run demand curves for goods such as these.
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— - ; f1es Income elasticities also differ from the short run to the
L‘R " - ax oy - - L. 3

) long run. .F01 most gopqs an_d services—foods, beverages, fuel, entertainment,
) etc.—the income elasticity of demand is larger in the long run than in the short
run. Consider the behavior of gasoline consumption during a period of strong
economic growth Fiulrmg which aggregate income rises by 10 percent.
Eventually people will increase gasoline consumption because they can afford to
take more trips and perhaps own larger cars. But this change in consumption
takes time, and demand initially increases only bv a small amount. Thus, the
long-run elasticity will be larger than the short-run elasticity.

For a d-urable ggod, the opposite is true. Again, consider automobiles. If
aggregate income rises by 10 percent, the total stock of cars that consumers will
want to own will also rise—say, by 5 percent. But this change means a much
}arger increase in czzrren.f pzzrc{zﬂ.ses of cars. (If the stock is 120 million, a 5-percent
increase is 6 million, which might be about 60 percent of normal demand in a sin-
— — gle year.) Eventually consumers succeed in increasing the total number of cars

uantity noy ; y 1
\ ) owned; after the stock has been rebuilt, new purchases are made largely to
(@) (b) replace old cars. (These new purchases will still be greater than before because a
larger stock of cars outstanding means that more cars need to be replaced each
year.) Clearly, the short-run income elasticity of demand will be much larger
than the long-run elasticity.

%
Y
%

(a) In the short run, an increase in price has only a small effect on the quantity of gasoline demanded. Motorists may
drive less, but they will not change the kinds of cars they are driving overnight. In the longer run, however, because Cvelical In £ o
they will shift to smaller and more fuel-efficient cars, the effect of the price increase will be larger. Demand, therefore, shérplv in resf ;i :’foejhiif Ltlr?i;l;iieslgapds tél C,zlL ! a.blj gowc.)ds fluctuate so
is more elastic in the long run than in the short run. (b) The opposite is true for automobile demand. If price increases, ’ anges in income, the industries that produce
consumers initially defer buying new cars; thus annual quantity demanded falls sharply. In the longer run, however,
old cars wear out and must be replaced; thus annual quantity demanded picks up. Demand, therefore, is less elastic
in the long run than in the short run.

Equipment
Investment

rid Durability On the other hand, for some goods just the oppo-
site is true—demand is more elastic in the short run than in the long run.
Because these goods (automobiles, refrigerators, televisions, or the capital equip-
ment purchased by industry) are durable, the total stock of each good owned by
consuimers is large relative to annual production. As a result, a small change in
the total stock that consumers want to hold can result in a large percentage
change in the level of purchases.

Suppose, for example, that the price of refrigerators goes up 10 percent, causing the
total stock of refrigerators that consumers want to hold to drop 5 percent. Initially,
this will cause purchases of new refrigerators to drop much more than 5 percent.
But eventually, as consumers’ refrigerators depreciate (and units must be replaced),
the quantity demanded will increase again. In the Jong run the total stock of refriger-
ators owned by consumers will be about 5 percent less than before the price increase.
In this case, while the long-run price elasticity of demand for refrigerators would
be —.05/.10 = — 0.5, the short-run elasticity would be much larger in magnitude.

Or consider automobiles. Although annual U.S. demand—new car purchases—
is about 8 to 11 million, the stock of cars that people own is around 120 million. If
automobile prices rise, many people will delay buying new cars. The quantity
demanded will fall sharply, even though the total stock of cars that consumers
might want to own at these higher prices falls only a small amount. Eventually,
however, because old cars wear out and must be replaced, the quantity of new
cars demanded picks up again. As a result, the long-run change in the quantity
demanded is much smaller than the short-run change. Figure 2.12(b) shows
demand curves for a durable good like automobiles.
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ﬁljnual growth rates are compared for GNP and investment in durable equipment. Because the short-run GNP elas-
city of demand}s larger thfm the long-run elasticity for long-lived capital equipment, changes in investment in
equipment magnify changes in GNP. Thus capital goods industries are considered “cyclical.”
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cyclical industries Indus-
tries in which sales tend to

magnify cyclical changes in
gross national product and

national income.

these goods are quite vulnerable to changing macroeconomic conditions, and in
particular to the business cycle—recessions and booms. Hence, these industries
are often called cyclical industries—their sales patterns tend to magnify cyclical
changes in gross national product (GNP) and national income.

Figures 2.13 and 2.14 illustrate this principle. Figure 2.13 plots two variables
over time: the annual real (inflation-adjusted) rate of growth of GNP and the
annual real rate of growth of investment in producers’ durable equipment (i.e.,
machinery and other equipment purchased by firms). Note that although the
durable equipment series follows the same pattern as the GNP series, the
changes in GNP are magnified. For example, in 1961-1966 GNP grew by at least
4 percent each year. Purchases of durable equipment also grew, but by much
more (over 10 percent in 1963-1966). Equipment investment likewise grew
much faster than GNP during 1993-1998. On the other hand, during the reces-
sions of 1974-1975, 1982, and 1991, equipment purchases fell by much more
than GNF.

Figure 2.14 also shows the real rate of growth of GNP, along with the annual
real rates of growth of spending by consumers on durable goods (automobiles,
appliances, etc.), and nondurable goods (food, fuel, clothing, etc.). Note that
while both consumption series follow GNP, only the durable goods series tends
to magnify changes in GNP. Changes in consumption of nondurables are

/ Durables
-

Growth Rate (percentage per year)

Nondurables

—-10 — L L S e L L I B
1960 1965 1970 1975 1980 1985 1990 1995 2000
Year

1950 1955

Annual growth rates are compared for GNP, consumer expenditures on durable goods (automobiles, appliances, fur-

niture, etc.), and consumer expenditures on nondurable goods (food, clothing, services, etc.). Because the stock of
durables is large compared with annual demand, short-run demand elasticities are larger than long-run elasticities.
Like capital equipment, industries that produce consumer durables are “cyclical” (i.e., changes in GNP are magni-
fied). This is not true for producers of nondurables.
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roughly the same as changes in GNP, but changes in consumption of durables
are usually several times larger. This is why companies such as General Motors
and General Electric are considered “cyclical”: Sales of cars and electrical appli-
ances are strongly affected by changing macroeconomic conditions.

asoline and automobiles exemplify some of the different characteristics of
demand discussed above. They are complementary goods—an increase in
the price of orne tends to reduce the demand for the other. In addition, their
respective dynamic behaviors (long-run versus short-run elasticities) are just
the opposite from each other. For gasoline, the long-run price and income elas-
ticities are larger than the short-run elasticities; for automobiles, the reverse is
true.

There have been a number of statistical studies of the demands for gasoline
and automobiles. Here we report elasticity estimates from a study that empha-
sizes the dynamic response of demand.” Table 2.1 shows price and income elas-
ticities of demand for gasoline in the United States for the short run, the long
run, and just about everything in between.

Note the large differences between the long-run and the short-run elastici-
ties. Following the sharp increases that occurred in the price of gasoline with
the rise of the OPEC oil cartel in 1974, many people (including executives in the
automobile and oil industries) claimed that the quantity of gasoline demanded
would not change much—that demand was not very elastic. Indeed, for the
first year after the price rise, they were right. But demand did eventually
change. It just took time for people to alter their driving habits and to replace
large cars with smaller and more fuel-efficient ones. This response continued
after the second sharp increase in oil prices that occurred in 1979-1980. It was
partly because of this response that OPEC could not maintain oil prices above
$30 per barrel, and prices fell.

Table 2.2 shows price and income elasticities of demand for automobiles.
Note that the short-run elasticities are much larger than the long-run elastici-
ties. It should be clear from the income elasticities why the automobile industry

MUMBER OF YEARS ALLOWED TO PASS FOLLOWING
A PRICE OR INCOME CHANGE
Elasticity 1 2 3 5 10 20
Price -0n -0.22 -0.32 -0.49 —0.82 —-1.17
Income 0.07 0.13 0.20 0.32 0.54 0.78

? The elasticity estimates are from R. S. Pindyck, The Structure of World Energy Demand (Cambridge,
MA: MIT Press, 1979). For related demand studies and elasticity estimates, see Carol Dahl and
Thomas Sterner, “Analyzing Gasoline Demand Elasticities: A Survey,” Energy Economics (July 1991);
Molly Espey, “Watching the Fuel Gauge: An International Model of Automobile Fuel Economy,”
Energy Economics (April 1996); and David L. Greene, James R. Kahn, and Robert C. Gibson, “Fuel
Economy Rebound Effects for U.S. Household Vehicles,” The Energy Journal 20, No. 3 (1999).
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Price Price
NUMBER OF YEARS ALLOWED TO FASS FOLLOWING
A PRICE OR INCORME CHANGE Sin
Elasticity 1 2 3 5 10 20
Price -1.20 —0.93 —0.75 —0.55 —042 —0.40
Income 3.00 2.33 1.88 1.38 1.02 1.00
is so highly cyclical. For example, GNP fell by nearly 3 percent in real (inflation-
adjusted) terms during the 1982 recession, but automobile sales fell by about 8
percent in real terms.® Auto sales recovered, however, during 1983-1985. They
also fell by about 8 percent during the 1991 recession (when GNP fell 2 per- ,
cent), but began to recover in 1993, and rose sharply during 1995-1999. Quantity Quantity
(a) (b)
Supply ;

. . Like that of most goods, the supply of primary copper, shown in part (a), is more elastic in the long run. If price
Elasticities of supply also differ from the long run to the short run. For most increases, firms would like to produce more but are limited by capacity constraints in the short run. In the longer run,
products, long-run supply is much more price elastic than short-run supply: ‘ they can add to capacity and produce more. Part (b) shows supply curves for secondary copper. If the price increases,
Firms face capacity constraints in the short run and need time to expand capacity there is a greater incentive to convert scrap copper into new supply. Initially, therefore, secondary supply (i.e., supply
by building new production facilities and hiring workers to staff them. This is ; from scrap) incregse; sharply. But later, as the stock of scrap falls, secondary supply contracts. Secondary supply is
not to say that the quantity supplied will not increase in the short run if price therefore less elastic in the long run than in the short run.

goes up sharply. Even in the short run, firms can increase output by using their
existing facilities for more hours per week, paying workers to work overtime,
and hiring some new workers immediately. But firms will be able to expand out-

put much more when they have the time to expand their facilities and hire a
larger permanent workforce. PRICE ELASTICITY OF: SHORT-RUN LONG-RUN
qu some gooc.ls. an.d services, short-run supply is completgly inelasﬁc. Rental Primary supply 0.20 160
housing in most cities is an example. In the very short run, there is only a fixed num-
ber of rental units. Thus an increase in demand only pushes rents up. In the longer Secondary supply 0.43 0.31
run, and without rent controls, higher rents provide an incentive to renovate exist- Total supply 0.25 1.50
ing buildings and construct new ones. As a result, the quantity supplied increases.
For most goods, however, firms can find ways to increase output even in the ;
short run—if the price incentive is strong enough. However, because various ~ Figures 2.15(a) and 2.15(b) show short-run and long-run supply curves for
constraints make it costly to increase output rapidly, it may require large price primary (production from the mining and smelting of ore) and secondary cop-
increases to elicit small short-run increases in the quantity supplied. We discuss per production. Table 2.3 shows estimates of the elasticities for each component

these characteristics of supply in more detail in Chapter 8.

of supply and for total supply, based on a weighted average of the component
elasticities.” Because secondary supply is only about 20 percent of total supply,
the price elasticity of total supply is larger in the long run than in the short run.

Supply and Durability For some goods, supply is more elastic in the short
run than in the long run. Such goods are durable and can be recycled as part of
supply if price goes up. An example is the secondary supply of metals: the supply
from scrap metal, which is often melted down and refabricated. When the price of
copper goes up, it increases the incentive to convert scrap copper into new sup-
ply, so that, initially, secondary supply increases sharply. Eventually, however,

the stock of good-quality scrap falls, making the melting, purifying, and refabri- ]r30ugill1’ts orffsubfr:eezu];g weather o?lcasmgally destroy or damage many of
cating more costly. Secondary supply then contracts. Thus the long-run price th ralz. > CC? ee frees. hecause lBraz produces much of the W.qu 5 €0 ffee,
elasticity of secondary supply is smaller than the short-run elasticity. eresultis a decrease in the supply of cotfee and a sharp run-up in its price.

—_— ) " These estimates were obtained by aggregating the regional estimates reported in Franklin M.
“ This includes imports, which were capturing a growing share of the U.S. market. Domestic auto Fisher, Paul H. Cootner, and Martin N. Baily, “An Econometric Model of the World Copper

sales fell by even more. Industry,” Bell Journal of Economics 3 (Autumn 1972): 568-609.
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When droughts or freezes damage Brazil’s coffee trees, the price of coffee can soar. The
price usually falls again after a few years, as demand and supply adjust.

In July 1975, for example, a frost destroyed most of Brazil's 1976-1977 coffee
crop. (Remember that it is winter in Brazil when it is summer in the northern
hemisphere.) As Figure 2.16 shows, the price of a pound of coffee in New York
went from 68 cents in 1975 to $1.23 in 1976 and $2.70 1in 1977. Prices fell, but
then jumped again in 1986, after a seven-month drought in 1985 ruined much
of Brazil’s crop. Finally, starting in June 1994, freezing weather followed by a
drought destroyed nearly half of Brazil's 1995-1996 crop. As a result, the price
of coffee in 1994-1995 was about double its 1993 level. By 1998, however, the
price had dropped considerably.

The run-up price following a freeze or drought is usually short-lived, how-
ever. Within a year, price begins to fall; within three or four years, it returns to its
earlier levels. In 1978, for example, the price of coffee in New York fell to $1.48 per
pound, and by 1983 it had fallen in real (inflation-adjusted) terms to within a few
cents of its prefreeze 1975 price.® Likewise, in 1987 the price of coffee fell to below
its predrought 1984 level, and then continued declining until the 1994 freeze.

§ During 1980, however, prices temporarily went just above $2.00 per pound as a result of export
quotas imposed under the International Coffee Agreement (ICA). The ICA is essentially a cartel
agreement implemented by the coffee-producing countries in 1968. It has been largely ineffective
and has seldom had an effect on the price. We discuss cartel pricing in detail in Chapter 12.
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Coffee prices behave this way because both demand and supply (especially
supply) are much more elastic in the long run than in the short run. Figure 2.17
illustrates this. Note from part (a) of the figure that in the very short run (within
one or two months after a freeze), supply is completely inelastic: There are sim-
ply a fixed number of coffee beans, some of which have been damaged by the
frost. Demand is also relatively inelastic. As a result of the frost, the supply
curve shifts to the left, and price increases sharply, from P to P;.

Price

Price

D

G Qo Quantity
(a)

Price

Qo Quantity

(a) A freeze or drought in Brazil causes the supply curve to shift to the left. In the short run, supply is completely
inelastic; only a fixed number of coffee beans can be harvested. Demand is also relatively inelastic; consumers change
their habits only slowly. As a result, the initial effect of the freeze is a sharp increase in price, from P, to P;. (b) In the
intermediate run, supply and demand are both more elastic; thus price falls part of the way back, to P,. (c) In the long
run, supply is extremely elastic; because new coffee trees will have had time to mature, the effect of the freeze will
have disappeared. Price returns to P,,.
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In the intermediate run—say, one year after the freeze—both supply and
demand are more elastic, supply because existing trees can be harvested more
intensively (with some decrease in quality), and demand because consumers
have had time to change their buying habits. As part (b) shows, although the
intermediate-run supply curve also shifts to the left, price has come down from
P, to P,. The quantity supplied has also increased somewhat from the short
run, from Q; to Q,. In the long run shown in part (c), price returns to its normal
level because growers have had time to replace trees damaged by the freeze.
The long-run supply curve, then, simply reflects the cost of producing coffee,
including the costs of land, of planting and caring for the trees, and of a com-
petitive rate of profit.”

*28 Understanding and Predicting
the Effects of Changing
Market Conditions

So far our discussion of supply and demand has been largely qualitative. To use
supply and demand curves to analyze and predict the effects of changing mar-
ket conditions, we must begin attaching numbers to themn. For example, to see
how a 50-percent reduction in the supply of Brazilian coffee may affect the
world price of coffee, we must determine actual supply and demand curves and
then calculate the shifts in those curves and the resulting changes in price.

In this section, we will see how to do simple “back of the envelope” calculations
with linear supply and demand curves. Although they are often approximations
of more complex curves, we use linear curves because they are easier to work
with. It may come as a surprise, but one can do some informative economic
analyses on the back of a small envelope with a pencil and a pocket calculator.

First, we must learn how to “fit” linear demand and supply curves to market
data. (By this we do not mean statistical fitting in the sense of linear regression or
other statistical techniques, which we discuss later in the book.) Suppose we
have two sets of numbers for a particular market: The first set consists of the
price and quantity that generally prevail in the market (i.e., the price and quan-
tity that prevail “on average,” when the market is in equilibrium, or when mar-
ket conditions are “normal”). We call these numbers the equilibrium price and
quantity and denote them by P* and Q*. The second set consists of the price elas-
ticities of supply and demand for the market (at or near the equilibrium), which
we denote by Eg and Ep, as before.

These numbers may come from a statistical study done by someone else; they
may be numbers that we simply think are reasonable; or they may be numbers
that we want to try out on a “what if” basis. Our goal is to write down the supply
and demand curves that fit (i.e., are consistent with) these numbers. We can then
determine numerically how a change in a variable such as GNP, the price of
another good, or some cost of production will cause supply or demand to shift
and thereby affect market price and quantity.

? You can learn more about the world coffee market from the Foreign Agriculture Service of the U.S.
Department of Agriculture. Their Web site is wws fasusda gov/m thiml

Let’s begin with the linear curves shown in Figure 2.18. We can write these
curves algebraically as follows:

Demand: Q =a — bP (2.4a)
Supply:  Q=c+dP (2.4b)

QOur problem is to choose numbers for the constants a, b, ¢, and 4. This is done,
for supply and for demand, in a two-step procedure:

@ Step 1: Recall that each price elasticity, whether of supply or demand, can be
written as

E = (P/Q)AQ/AP),

where AQ/AP is the change in quantity demanded or supplied resulting from
a small change in price. For linear curves, AQ/AP is constant. From equations
(2.4a) and (2.4b), we see that AQ/AP = d for supply and AQ/AP = —b for
demand. Now, let’s substitute these values for AQ/AP into the elasticity for-
mula:

Demand: Ep = —b(P¥Q%) (2.5a)
d(P*/Q*), (2.5b)

Supply:  Es

Price
a/b
N Supply: Q =c+dP
o [ Ep=-bPQ*

B

¥

Demand: Q=a-bP

Linear supply and demand curves provide a convenient tool for analysis. Given data
for the equilibrium price and quantity P* and Q¥ as well as estimates of the elastici-
ties of demand and supply Ep and E, we can calculate the parameters c and d for the
supply curve and a and b for the demand curve. (In the case drawn here, ¢ < 0.) The
curves can then be used to analyze the behavior of the market quantitatively.

Chapter 2  The Basics of Supply and Demand 4%
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where P* and Q* are the equilibrium price and quantity for which we have
data and to which we want to fit the curves. Because we have numbers for Eg,
Ep, P*, and Q*, we can substitute these numbers in equations (2.5a) and (2.5b)
and solve for b and 4.

Step 2: Since we now know b and d, we can substitute these numbers, as well
as P* and Q¥ into equations (2.4a) and (2.4b) and solve for the remaining con-
stants a and c. For example, we can rewrite equation (2.4a) as

a=Q*+ bP*

and then use our data for Q* and P*, together with the number we calculated
in Step 1 for b, to obtain a.

Let’s apply this procedure to a specific example: long-run supply and demand
for the world copper market. The relevant numbers for this market are as follows:"
Quantity Q* = 7.5 million metric tons per year (mmt/yr)
Price P* = 75 cents per pound
Elasticity of supply Es = 1.6
Elasticity of demand Ep = —0.8
(The price of copper has fluctuated during the past decade between 50 cents and
more than $1.30, but 75 cents is a reasonable average price for 1980-1990.)
We begin with the supply curve equation (2.4b) and use our two-step proce-

dure to calculate numbers for ¢ and d. The long-run price elasticity of supply is
1.6, P* = 75,and Q* = 7.5.

B Step 1: Substitute these numbers in equation (2.5b) to determine d:
1.6 = d(0.75/7.5) = 0.14,

sothatd = 1.6/0.1 = 16.

@ Step 2: Substitute this number for d, together with the numbers for P* and Q*,
into equation (2.4b) to determine c:

75 =c + (16)(0.75) = ¢ + 12,

so thatc = 7.5 — 12 = —4.5. We now know c and 4, so we can write our sup-
ply curve:

Supply: Q= —45 + 16P
We can now follow the same steps for the demand curve equation (2.4a). An
estimate for the long-run elasticity of demand is — 0.8. First, substitute this num-
ber, as well as the values for P* and Q*, into equation (2.5a) to determine b:
-0.8 = —-5(0.75/7.5) = - 0.1,
The supply elasticity is for primary supply, as shown in Table 2.3. The demand elasticity is a

regionally aggregated number based on Fisher, Cootner, and Baily, “An Econometric Model.”
Quantities refer to what was then the non-Communist world market.
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so that b = 0.8/0.1 = 8. Second, substitute this value for b and the values for P*
and Q7 in equation (2.4a) to determine a:

75 =a— (8)0.75)=0a — 6,
sothata = 7.5 + 6 = 13.5. Thus, our demand curve is
Demand: Q = 135 — 8P

To check that we have not made a mistake, let’s set the quantity supplied
equal to the quantity demanded and calculate the resulting equilibrium price:

or P =18/24 = 0.75, which is indeed the equilibrium price with which we
began.

Although we have written supply and demand so that they depend only on
price, they could easily depend on other variables as well, Demand, for example,
might depend on income as well as price. We would then write demand as

Q=a~-bP+fl, (2.6)

where [ is an index of aggregate income or GNP. For example, [ might equal 1.0
in a base year and then rise or fall to reflect percentage increases or decreases in
aggregate income.

For our copper market example, a reasonable estimate for the long-run
income elasticity of demand is 1.3. For the linear demand curve (2.6), we can
then calculate f by using the formula for the income elasticity of demand:
E = (I/Q)(AQ/AI). Taking the base value of I as 1.0, we have

1.3 = (1.0/75)(f)

Thus f = (1.3)(7.5)/(1.0) = 9.75. Finally, substituting the values b = 8, f = 9.75,
P*=0.75,and Q* = 7.5 into equation (2.6), we can calculate that 2 must equal 3.75.

We have seen how to fit linear supply and demand curves to data. Now, to see
how these curves can be used to analyze markets, let’s look at Example 2.7,
which deals with the behavior of copper prices, and Example 2.8, which con-
cerns the world oil market.

A fter reaching a level of about $1.00 per pound in 1980, the price of copper
g% fell sharply to about 60 cents per pound in 1986. In real (inflation-adjusted)
terms, this price was even lower than during the Great Depression 50 years

A
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earlier. Only in 1988-1989 did prices recover somewhat, largely as a result of
strikes by miners in Peru and Canada and disrupted supplies. Figure 2.19
shows the behavior of copper prices in 1965-1999 in both real and nominal
terms.

Worldwide recessions in 1980 and 1982 contributed to the decline of cop-
per prices; as mentioned above, the income elasticity of copper demand is
about 1.3. But copper demand did not pick up as the industrial economies
recovered during the mid-1980s. Instead, the 1980s saw a steep decline in
demand.

This decline occurred for two reasons. First, a large part of copper consump-
tion is for the construction of equipment for electric power generation and
transmission. But by the late 1970s, the growth rate of electric power generation
had fallen dramatically in most industrialized countries. In the United States,
for example, the growth rate fell from over 6 percent per annum in the 1960s
and early 1970s to less than 2 percent in the late 1970s and 1980s. This decline
meant a big drop in what had been a major source of copper demand. Second,
in the 1980s, other materials, such as aluminum and fiber optics, were increas-
ingly substituted for copper.

Price (cents per pound)

140

120 H

100 Nominal Price —

'!I(l'!lfl[lilllllfl|3ll|,l|lij
1965 1970 1975 1980 1985 1990 1995 2000

Copper producers are concerned about the possible effects of further
declines in demand, particularly as strikes end and supplies increase.
Declining demand, of course, will depress prices. To find out how much, we
can use the linear supply and demand curves that we just derived. Let’s calcu-
late the effect on price of a 20-percent decline in demand. Because we are not
concerned here with the effects of GNP growth, we can leave the income term

flout of demand.

We want to shift the demand curve to the left by 20 percent. In other words,
we want the quantity demanded to be 80 percent of what it would be otherwise
for every value of price. For our linear demand curve, we simply multiply the
right-hand side by 0.8:

Q = (0.8)(13.5 — 8P) = 10.8 — 6.4P

Supply is again Q = —45 + 16P. Now we can equate the quantity supplied
and the quantity demanded and solve for price:

16P + 64P = 10.8 + 4.5,

or P =15.3/224 = 68.3 cents per pound. A decline in demand of 20 percent,
therefore, entails a drop in price of roughly 7 cents per pound, or 10 percent."

Copper prices are shown in both nominal (no adjustment for inflation) and real
(inflation-adjusted) terms. In real terms, copper prices declined steeply from the
early 1970s through the mid-1980s as demand fell. In 1988-1990, copper prices rose
In response to supply disruptions caused by strikes in Peru and Canada but later fell
after the strikes ended. Prices declined sharply during 1996-1999.

" You can obtain recent data and learn more about the behavi
site of the U.S. Geological Survey at hitp: mineralsusgs.gon

ince the early 1970s, the world oil market has been buffeted by the OPEC

cartel and by political turmoil in the Persian Gulf. In 1974, by collectively
restraining output, OPEC (the Organization of Petroleum Exporting Countries)
pushed world oil prices well above what they would have been in a competi-
tive market. OPEC could do this because it accounted for much of world oil
production. During 1979-1980, oil prices shot up again, as the Iranian revolu-
tion and the outbreak of the Iran-Iraq war sharply reduced Iranian and Iraqi
production. During the 1980s, the price gradually declined, as demand fell and
competitive (i.e., non-OPEC) supply rose in response to price. Prices remained
relatively stable during 1988-1999, except for a temporary spike in 1990
following the Iraqi invasion of Kuwait, a decline during 1997-1998, and an
increase in 1999. Figure 2.20 shows the world price of oil from 1970 to 1999, in
both nominal and real terms.

The Persian Gulf is one of the less stable regions of the world, which has led
to concern over the possibility of new oil supply disruptions and sharp
increases in oil prices. What would happen to oil prices—in both the short run
and longer run—if a war or revolution in the Persian Gulf caused a sharp cut-
back in oil production? Let’s see how simple supply and demand curves can be
used to predict the outcome of such an event.

per prices by accessing the Web
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The OPEC cartel and political events caused the price of oil to rise sharply at times. It
later fell as supply and demand adjusted.

This example is set in 1997, so all prices are measured in 1997 dollars. Here
are some rough figures:

1997 World price = $18 per barrel

World demand and total supply = 23 billion barrels per vear (bb/yr)
1997 OPEC supply = 10 bb/yr

Competitive (non-OPEC) supply = 13 bb/yr.?

The following table gives price elasticity estimates for oil supply and demand:*

SHORT-RUN LONG-RUN

World demand: —0.05 —0.40
Competitive supply: 0.10 0.40

128, . .
Non-OPEC supply includes the production of China and the former Soviet republics.

Y For the sources of these numbers and a more detailed discussion of OPEC oil pricing, see Robert S.
Pind:\'ck‘, “Gains to Producers froni the Cartelization of Exhaustible Resources,” Review of Economics
ml‘d Statistics 60 (Mayv 1978): 238-31; James M. Griffin and David J. Teece, OPEC Behavior and World
Qil Prices (London: Allen and Unwin, 1982); and Hillard G. Huntington, “Inferred Demand and
Supply Elasticities from a Comnparison of World Oil Models,” in T. Sterner, ed., International Energy
Econemics (London: Chapman and Hall, 1992). -
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You should verify that these numbers imply the following for demand and
competitive supply in the shoit ria:

24.08 — 0.06P

Short-run demand: D

11.74 + 0.07P

Short-run competitive supply:  Sc

Of course, total supply is competitive supply plus OPEC supply, which we take
as constant at 10 bb/yr. Adding this 10 bb/yr to the competitive supply curve
above, we obtain the following for the total short-run supply:

Short-run total supply: Sy = 21.74 + 0.07P

You should verify that the quantity demanded and the total quantity supplied
are equal at an equilibrium price of $18 per barrel.

You should also verify that the corresponding demand and supply curves
for the long ruun are as follows:

Long-run demand: D = 3218 — 0.51P
Long-run competitive supply:  Sc = 7.78 + 0.29P
Long-run total supply: Sy =17.78 + 0.29P

Again, you can check that the quantities supplied and demanded equate at a
price of $18.

Saudi Arabia is one of the world’s largest oil producers, accounting for
roughly 3 bb/yr, which is nearly one third of OPEC production and about 13
percent of total world production. What would happen to the price of oil if,
because of war or political upheaval, Saudi Arabia stopped producing oil? We
can use our supply and demand curves to find out.

For the short run, simply subtract 3 from total supply:

Short-run demand: D = 24.08 — 0.06P
Short-run total supply: Sy = 18.74 + 0.07P

By equating this total quantity supplied with the quantity demanded, we can
see that in the short rur, the price will more than double to $41.08 per barrel.
Figure 2.21 shows this supply shift and the resulting short-run increase in price.
The initial equilibrium is at the intersection of 5 and D. After the drop in Saudi
production, the equilibrium occurs where $'r and D cross.

In the long run, however, things will be different. Because both demand and
competitive supply are more elastic in the long run, the 3 bb/yr cut in oil pro-
duction will no longer support such a high price. Subtracting 3 from long-run
total supply and equating with long-run demand, we can see that the price will
fall to $21.75, only $3.75 above the initial $18 price.

Thus, if Saudi Arabia suddenly stops producing oil, we should expect to see
more than a doubling in price. However, we should also expect to see the price
gradually decline afterward, as demand falls and competitive supply rises. As

51
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Figure 2.20 shows, this is indeed what happened following the sharp decline in

ot Iranian and Iragi production in 1979-1980. History may or may not repeat
itself, but if it does, we can at least predict the impact on oil prices."*
Price 45
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12 ] In the United States and most other industrial countries, markets are rarely free

of government intervention. Besides imnposing taxes and granting subsidies,

10 1 , governments often regulate markets (even competitive markets) in a variety of

5 [ ways. In this section we will see how to use supply and demand curves to ana-

o Q lyze the effects of one common form of government intervention: price controls.

0 - ' ! ' ' — ' ' Later, in Chapter 9, we will examine the effects of price controls and other forms

0 > 10 15 0 B2 30 % of government intervention and regulation in more detail.
Quantity (billion barrels/yr) Figure 2.22 illustrates the effects of price controls. Here, Py and Q, are the
@) equilibrium price and quantity that would prevail without government regulation.
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The total supply is the sum of competitive (non-OPEC) supply and the 10 bb/yr of
OPEC supply. Part (a) shows the short-run supply and demand curves. If Saudi
Arabia stops producing, the supply curve will shift to the left by 3 bb/yr. In the short-
run, price will increase sharply. Part (b) shows long-run curves. In the long run,
because demand and competitive supply are much more elastic, the impact on price
will be much smaller.

Without price controls, the market clears at the equilibrium price and quantity P,
and Q,. If price is regulated to be no higher than P, the quantity supplied falls to
Qy, the quantity demanded increases to Q,, and a shortage develops.

—_—
1y, - . . .
You can obtain recent data and learn more about the world oil market by accessing the Web sites of

the American Petroleum Institute at wwiaplorg or the U.S. Energy Information Administration at
Wiwiveia doe.gov
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The government, however, has decided that Py is too high and mandated that
the price can be no higher than a maximum allowable ceiling price, denoted by
P a- What is the result? At this lower price, producers (particularly those with
higher costs) will produce less, and the quantity supplied will drop to Q;. Con-
sumers, on the other hand, will demand more at this low price; they would like
to purchase the quantity Q,. Demand therefore exceeds supply, and a shortage
develops—i.e., there is excess deinand. The amount of excess demand is Q> — Q.

This excess demand sometimes takes the form of queues, as when drivers
lined up to buy gasoline during the winter of 1974 and the summer of 1979. In
both instances, the lines were the result of price controls; the government pre-
vented domestic oil and gasoline prices from rising along with world oil prices.
Sometimes excess demand results in curtailments and supply rationing, as with
natural gas price controls and the resulting gas shortages of the mid-1970s, when
industrial consumers closed factories because gas supplies were cut off.
Sometimes it spills over into other markets, where it artificially increases
demand. For exainple, natural gas price controls caused potential buyers of gas
to use oil instead.

Some people gain and some lose from price controls. As Figure 2.22 suggests,
producers lose: They receive lower prices, and some leave the industry. Some but
not all consumers gain. While those who can purchase the good at a lower price
are better off, those who have been “rationed out” and cannot buy the good at all
are worse off. How large are the gains to the winners and how large are the losses
to the losers? Do total gains exceed total losses? To answer these questions we
need a method to measure the gains and losses from price controls and other
forms of government intervention. We discuss such a method in Chapter 9.

r1 1954, the federal government began regulating the wellhead price of nat-

ural gas. Initially the controls were not binding; the ceiling prices were above
those that cleared the market. But in about 1962, when these ceiling prices did
become binding, excess demand for natural gas developed and slowly began to
grow. In the 1970s, this excess demand, spurred by higher oil prices, became
severe and led to widespread curtailments. Soon ceiling prices were far below
prices that would have prevailed in a free market.®

Today, producers and industrial consumers of natural gas, oil, and other
commodities are concerned that the government might respond, once again,
with price controls if prices rise sharply. To understand the likely impact of
such price controls, we will go back to the year 1975 and calculate the impact of
natural gas price controls at that time.

B This regulation began with the Supreme Court’s 1954 decision requiring the then Federal Power
Commission to regulate wellhead prices on natural gas sold to interstate pipeline companies. These
price controls were largely removed during the 1980s, under the mandate of the Natural Gas Policy
Act of 1978. For a detailed discussion of natural gas regulation and its effects, see Paul W. MacAvoyv
and Robert S. Pindyck, The Economiics of the Natural Gas Shortage (Amsterdam: North-Holland, 1975);
R. 5. Pindyck, “Higher Fnergy Prices and the Supply of Natural Gas,” Energy Systems and Policy 2
(1978): 177-209; and Arlon R. Tussing and Connie C. Barlow, The Natural Gas Industry (Cambridge,
MA: Ballinger, 1984)
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Based on econometric studies of natural gas markets and the behavior of
those markets as controls were gradually lifted during the 1980s, the following
data describe the market in 1975.

)

The free-market price of natural gas would have been about $2.00 per mcf
(thousand cubic feet);

0]

Production and consumption would have been about 20 Tcf (trillion cubic
feet);

The average price of oil (including both imports and domestic production),
which affects both supply and demand for natural gas, was about $8/barrel.

o}

A reasonable estimate for the price elasticity of supply is 0.2. Higher oil
prices also lead to more natural gas production because oil and gas are often
discovered and produced together; an estimate of the cross-price elasticity of
supply is 0.1. As for demand, the price elasticity is about ~ 0.5, and the cross-
price elasticity with respect to oil price is about 1.5. You can verify that the fol-
lowing linear supply and demand curves fit these numbers:

Supply:  Q =14 + 2P; + .25P,
Demand: Q = —5P; + 3.75P,,

where Q is the quantity of natural gas (in Tcf), P is the price of natural gas (in
dollars per mcf), and Pg is the price of 0il (in dollars per barrel). You can also
verify, by equating the quantities supplied and demanded and substituting
58.00 for Py, that these supply and demand curves imply an equilibrium free
market price of $2.00 for natural gas.

The regulated price of gas in 1975 was about $1.00 per mcf. Substituting this
price for P in the supply function gives a quantity supplied (Q; in Figure
2.22) of 18 Tcf. Substituting for P¢ in the demand function gives a demand (Q,
in Figure 2.22) of 25 Tcf. Price controls thus created an excess demand of
25 — 18 = 7 Tef, which manifested itself in the form of widespread curtail-
ments.

Price regulation was a major component of U.S. energy policy during the
1960s and 1970s, and continued to influence the evolution of natural gas mar-
kets in the 1980s. In Example 9.1 of Chapter 9, we show how to measure the
gains and losses that result from price controls.

- Supply-demand analysis is a basic tool of microeco- the market-clearing level), so that there is neither
nomics. In competitive markets, supply and demand excess demand nor excess supply.
curves tell us how much will be produced by firms 3. Elasticities describe the responsiveness of supply and
and how much will be demanded by consumers as a demand to changes in price, income, or other vari-
function of price. ables. For example, the price elasticity of demand
- The market mechanism is the tendency for supply measures the percentage change in the quantity de-

and demand to equilibrate (i.e., for price to move to manded resulting from a 1-percent increase in price.
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Elasticities pertain to a time frame, and for most
goods it is important to distinguish between short-
run and long-run elasticities.

If we can estimate, at least roughly, the supply and
dernand curves for a particular market, we can calcu-
late the market-clearing price by equating the quan-
tity supplied with the quantity demanded. Also, if we
know how supply and demand depend on other eco-
nomic variables, such as income or the prices of other
goods, we can calculate how the market-clearing

price and quantity will change as these other vari-
ables change. This is a means of explaining or predict-
ing market behavior.

Simple numerical analyses can often be done by fit-
ting linear supply and demand curves to data on
price and quantity and to estimates of elasticities. For
many markets, such data and estimates are available,
and simple “back of the envelope” calculations can
help us understand the characteristics and behavior
of the market.

Suppose that unusually hot weather causes the
demand curve for ice cream to shift to the right. Why
will the price of ice cream rise to a new market-
clearing level?

Use supply arnd demand curves to illustrate how each
of the following events would affect the price of but-
ter and the quantity of butter bought and sold: (a) an
increase in the price of margarine; (b) an increase in
the price of milk; (c) a decrease in average income
levels.

Suppose a 3-percent increase in the price of corn
flakes causes a 6-percent decline in the quantity
demanded. What is the elasticity of demand for corn
flakes?

Why do long-run elasticities of demand differ from
short-run elasticities? Consider two goods: paper towels
and televisions. Which is a durable good? Would you
expect the price elasticity of demand for paper towels to
be larger in the short run or in the long run? Why? What
about the price elasticity of demand for televisions?
Explain why for many goods, the long-run price elas-
ticity of supply is larger than the short-run elasticity.
Suppose the government regulates the prices of beef
and chicken and sets them below their market-
clearing levels. Explain why shortages of these goods
will develop and what factors will determine the sizes
of the shortages. What will happen to the price of
pork? Explain briefly.

In a discussion of tuition rates, a university official
argues that the demnand for admission is completely
price inelastic. As evidence, she notes that while the
university has doubled its tuition (in real terms) over
the past 15 years, neither the number nor quality of
students applying has decreased. Would you accept
this argument? Explain briefly. (Hint: The official
makes an assertion about the demand for admission,

10.

11.

but does she actually observe a demand curve? What

else could be going on?)

Use supply and demand curve shifts to illustrate the

effect of the following events on the market for

apples. Make clear the direction of the change in both

price and quantity sold.

a. Scientists find that an apple a day does indeed
keep the doctor away.

b. The price of oranges triples.

¢. A drought shrinks the apple crop to one-third its
normal size.

d. Thousands of college students abandon the acade-
mic life to become apple pickers.

e. Thousands of college students abandon the acade-
mic life to become apple growers.

Suppose the demand curve for a product is given by

Q=10-2P + P

where P is the price of the product and Py is the price

of a substitute good. The price of the substitute good

is $2.00.

a. Suppose P = $1.00. What is the price elasticity of
demand? What is the cross-price elasticity of
demand?

b. Suppose the price of the good, P, goes to $2.00.
Now what is the price elasticity of demand, and
what is the cross-price elasticity of demand?

Suppose that rather than the declining demand

assumed in Example 2.7, a decrease in the cost of cop-

per production causes the supply curve to shift to the
right by 40 percent. How will the price of copper
change?

Suppose the demand for natural gas is perfectly

inelastic. What would be the effect, if any, of natural

gas price controls?
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1. Consider a competitive market for which the quanti-
ties demanded and supplied (per year) at various
prices are given as follows:

PRICE DERMAND SUPPLY
(DOLLARS) (RILLIONS] (MILLIONS)
60 22 14
80 20 16
100 18 18
120 16 20

a. Calculate the price elasticity of demand when the
price is $80, and when the price is $100.

b. Calculate the price elasticity of supply when the
price is $80 and when the price is $100.

c. What are the equilibrium price and quantity?

d. Suppose the government sets a price ceiling of $80.
Will there be a shortage, and if so, how large will it be?

. Refer to Example 2.4 on the market for wheat. At

the end of 1998, both Brazil and Indonesia opened
their wheat markets to U.S. farmers. (Source:
http:/www.fas.usda.gov/) Suppose that these new
markets add 200 million bushels to U.S. wheat
demand. What will be the free-market price of wheat
and what quantity will be produced and sold by U.S.
farmers in this case?

. A vegetable fiber is traded in a competitive world

market, and the world price is $9 per pound.
Unlimited quantities are available for import into the
United States at this price. The U.S. domestic supply
and demand for various price levels are shown below.

U.S. SUPPLY U.S. DERAND

PRICE (MILLION LBS] (MILLION LBS)
3 2 34
4 28
9 6 22
12 8 16
15 10 10
18 12 4

a. What is the equation for demand? What is the
equation for supply?

b. At a price of $9, what is the price elasticity of
demand? What is it at a price of $12?

¢. What is the price elasticity of supply at $9? At $12?

*5.

d. In a free market, what will be the U.S. price and
level of fiber imports?

The rent control agency of New York City has found
that aggregate demand is Qp = 100 — 5P. Quantity is
measured in tens of thousands of apartments. Price,
the average monthly rental rate, is measured in hun-
dreds of dollars. The agency also noted that the
increase in Q at lower P results from more three-
person families coming into the city from Long Island
and demanding apartments. The city’s board of real-
tors acknowledges that this is a good demand esti-
mate and has shown that supply is Qs = 50 + 5P.

a. If both the agency and the board are right about
demand and supply, what is the free-market price?
What is the change in city population if the agency
sets a maximum average monthly rent of $100 and all
those who cannot find an apartment leave the city?

b. Suppose the agency bows to the wishes of the
board and sets a rental of $900 per month on all
apartments to allow landlords a “fair” rate of
return. If 50 percent of any long-run increases in
apartment offerings comes from new construction,
how many apartments are constructed?

Much of the demand for U.S. agricultural output has
come from other countries. From Example 2.4, total
demand is Q = 3244 — 283P. In addition, we are told
that domestic demand is Qp = 1700 — 107P. Do-
mestic supply is Qs = 1944 + 207P. Suppose the
export demand for wheat falls by 40 percent.

a. US. farmers are concerned about this drop in
export demand. What happens to the free-narket
price of wheat in the United States? Do the farmers
have much reason to worry?

b. Now, suppose the U.S. government wants to buy
enough wheat to raise the price to $3.50 per bushel.
With this drop in export demand, how much
wheat would the government have to buy? How
much would this cost the government?

In 1998, Americans smoked 470 billion cigarettes. The

average retail price was $2 per pack. Statistical studies

have shown that the price elasticity of demand
is —0.4, and the price elasticity of supply is 0.5. Using
this information, derive linear demand and supply
curves for the cigarette market. (For more informa-
tion on this market, see Frank J. Chaloupka, “The

Economics of Smoking,” NBER working paper,

1999, which can be accessed on the Web at

http://nberws.nber.org/papers/ W7047.pdyf).

In Example 2.7 we examined the effect of a 20-percent

decline in copper demand on the price of copper,

using the linear supply and demand curves devel-
oped in Section 2.4. Suppose the long-run price elas-

ticity of copper demand were — 0.4 instead of —0.8.
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a. Assuming, as before, that the equilibrium price 9. Refer to Example 2.9, which analyzes the effects of
and quantity are P* =75 cents per pound and price controls on natural gas.
Q* = 7.5 million metric tons per year, derive the a. Using the data in the example, show that the fol-

linear demand curve consistent with the smaller
elasticity.

b. Using this demand curve, recalculate the effect of a
20-percent decline in copper demand on the price
of copper.

8. Example 2.8 analyzes the world oil market. Using the
data given in that example:

a. Show that the short-run demand and competitive
supply curves are indeed given by

D = 24,08 — 0.06P

Sc = 11.74 + 0.07P

b. Show that the long-run demand and competitive
supply curves are indeed given by

D = 3218 — 0.51P

lowing supply and demand curves did indeed
describe the market in 1975:

Supply: Q=14 + 2P; + 0.25P¢
Demand: Q = —5Pg + 3.75P,,

where P,; and P, are the prices of natural gas and
oil, respectively. Also verify that if the price of oil is
$8.00, these curves imply a free-market price of
%2.00 for natural gas.

. Suppose the regulated price of gas in 1975 had

been $1.50 per thousand cubic feet instead of $1.00.
How much excess demand would there have
been?

. Suppose that the market for natural gas had ot

been regulated. If the price of oil had increased
from $8.00 to $16.00, what would have happened
to the free market price of natural gas?

#10. The table below shows the retail price and sales for

S =778 +0.29P

c. During the late 1990s, Saudi Arabia accounted for
3 billion barrels per year of OPEC’s production.
Suppose that war or revolution caused Saudi
Arabia to stop producing oil. Use the model above
to calculate what would happen to the price of oil
in the short run and the long run if OPEC’s produc-
tion were to drop by 3 billion barrels per year.

instant coffee and roasted coffee for 1997 and 1998.
a. Using this data alone, estimate the short-run price

elasticity of demand for roasted coffee. Also, derive
a linear demand curve for roasted coffee.

b. Now estimate the short-run price elasticity of

demand for instant coffee. Derive a linear demand
curve for instant coffee.

. Which coffee has the higher short-run price elastic-

ity of demand? Why do you think this is the case?

RETAIL PRICE OF SALES OF RETAIL PRICE OF SALES OF
INSTANT COFFEE INSTANT COFFEE ROASTED COFFEE ROASTED COFFEE
YEAR ($/LB) (MILLION LBS) ($/LB) (MILLION LBS)
1997 10.35 75 411 820
1998 10.48 70 376 850 B

CHAPTERS

PART 2 presents the theoretical core of microeconomics.

Chapters 3 and 4 explain the principles underlying con-
sumer demand. We see how consumers make consumption
decisions, how their preferences and budget constraints deter-
mine their demands for various goods, and why different
goods have different demand characteristics. Chapter 5 con-
tains more advanced material that shows how to analyze con-
sumer choice under uncertainty. We explain why people usu-
ally dislike risky situations, and show how they can reduce
risk, and how they choose among risky alternatives.

Chapters 6 and 7 develop the theory of the firm. We see how
firms combine inputs, such as capital, labor, and raw materi-
als, to produce goods and services in a way that minimizes the
costs of production. We also see how a firm'’s costs depend on
its rate of production and production experience. Chapter 8
then shows how firms choose profit-maximizing rates of pro-
duction. We also see how the production decisions of individ-
ual firms combine to determine the competitive market supply
curve and its characteristics.

Chapter 9 applies supply and demand curves to the analy-
sis of competitive markets. We show how government policies,
such as price controls, quotas, taxes, and subsidies, can have
wide-ranging effects on consumers and producers and explain

how supply-demand analysis can be used to evaluate these
effects.
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few years ago, General Mills decided to introduce a new

product. The new brand, Apple-Cinnamon Cheerios,
offered a sweetened and more flavorful variant on General
Mills” classic Cheerios product. But before Apple-Cinnamon
Cheerios could be extensively marketed, the company had to
resolve an important problem: How high a price should it charge?
No matter how good the cereal was, its profitability would be
affected considerably by the company’s pricing decision.
Knowing that consumers would pay more for a new product
with added ingredients was not enough. The question was fiow
much more. General Mills, therefore, had to conduct a careful
analysis of consumer preferences to determine the demand for
Apple-Cinnamon Cheerios.

General Mills’ problem in determining consumer prefer-
ences mirrors the more complex problem faced by the U.S.
Congress in evaluating the federal Food Stamps program. The
goal of the program is to give to low-income households
coupons that can be exchanged for food. But there has always
been a problem in the program'’s design that complicates its
assessment: To what extent do food stamps provide people
with more food, as opposed to simply subsidizing the pur-
chase of food that they would have bought anyway? In other
words, has the program turned out to be little more than an
income supplement that people spend largely on nonfood
items instead of a solution to the nutritional problems of the
poor? As in the cereal example, an analysis of consumer
behavior is needed. In this case, the federal government must
determine how spending on food, as opposed to spending on
other goods, is affected by changing income levels and prices.

Solving these two problems—one involving corporate pol-
icy and the other public policy-—requires an understanding of
the theory of consumer behavior: the explanation of how con-
sumers allocate incomes to the purchase of different goods and
services.

Consumer Behavior

How can a consumer with a limited income decide which
goods and services to buy? This is a fundamentatl issue in
microeconomics—one that we address in this chapter and the
next. We will see how consumers allocate their incomes across
goods and explain how these allocation decisions determine
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theory of consumer behavior
Description of how consumers
allocate incomes among differ-
ent goods and services to max-
imize their well-being.

market basket (or bundle)
List with specific quantities of
one or more goods.
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the demands for various goods and services. In turn, understanding consumer

purchasing decisions will help us to understand how changes in income and

prices affect demands for goods and services and why the demands for some

products are more sensitive than others to changes in prices and income.
Consumer behavior is best understood in three distinct steps:

1. Consumer Preferences: The first step is to find a practical way to describe
the reasons people might prefer one good to another. We will see how a con-
sumer’s preferences for various goods can be described graphically and
algebraically.

2. Budget Constraints: Of course, consumers also consider prices. In Step 2,
therefore, we take into account the fact that consumers have limited incomes
which restrict the quantities of goods they can buy. What does a consumer
do in this situation? We find the answer to this question by putting con-
sumer preferences and budget constraints together in the third step.

3. Consumer Choices: Given their preferences and limited incomes, consumers
choose to buy combinations of goods that maximize their satisfaction. These
combinations will depend on the prices of various goods. Thus understand-
ing consurner choice will help us understand demand—i.e., how the quantity
of a good that consumers choose to purchase depends on its price.

These three steps are the basics of consumer theory, and we will go through
themm in detail in the first three sections of this chapter. Afterward, we will explore
a number of other interesting aspects of consumer behavior. For example, we will
see how one can determine the nature of consumer preferences from actual
observations of consumer behavior. Thus if a consumer chooses one good over a
similarly priced alternative, we can infer that he or she prefers the first good.
Similar kinds of conclusions can be drawn from the actual decisions that con-
sumers make in response to changes in the prices of the various goods and ser-
vices that are available for purchase.

At the end of this chapter, we will return to the discussion of real and nominal
prices that we began in Chapter 1. We saw that the Consumer Price Index can pro-
vide one measure of how the well-being of consumers changes over time. In this
chapter, we delve more deeply into the subject of purchasing power by describing
a range of indexes that measure changes in purchasing power over time. Because
they affect the benefits and costs of numerous social-welfare programs, these
indexes are significant tools in setting government policy in the United States.

Consumer Preferences

Given both the vast number of goods and services that our industrial economy
provides for purchase and the diversity of personal tastes, how can we describe
consumer preferences in a coherent way? Let’s begin by thinking about how a
consumer might compare different groups of items available for purchase. Will
one group of items be preferred to another group? Or will the consumer be indif-
ferent between the two groups?

Market Baskets

We use the term market basket to refer to such a group of items. Specifically, a
market basket is a list with specific quantities of one or more commodities. A
market basket might contain the various food items in a grocery cart. It might

Chapter 3

SIARKET BASKET UNITS GF FGOD UNITS OF CLOTHING

A 20 30

B 10 50

D 40 20

E 30 40

G 10 20

H 10 40

Note: We will avoid the f the letters C and F ; g
baskets might be confusiiiexiiﬂgis nillilbeil:)f unt?tsr l(e)l:f)rfl(e)soeéi1 ta?; rcll(sghbiisglfeg/ whenever market

also refer to the quantities of food, clothing, and housing that a consumer buys
each month. Many economists also use the word bundle to mean the same thing
as market basket. 7

How do consumers select market baskets? How do they decide, for example
how much food versus clothing to buy each month? Although selections ma};
occasionally be arbitrary, as we will soon see, consumers usucr;lly select market
baskets that make them as well off as possible.

Table 3.1 shows several market baskets consisting of various amounts of food
and clothing purchased on a monthly basis. The number of food items can be
measured in any number of ways: by total number of containers, by number of
packages of each item (e.g., milk, meat, etc.), or by number of pounds or grams
Li‘kewise, clothing can be counted as total number of pieces, as number of pieceé
of each type of clothing, or as total weight or volume. Because the method of
measurement is largely arbitrary, we will simply describe the items in a market
basket in terms of the total number of units of each commodity. Market basket A
for‘exal‘nple, consists of 20 units of food and 30 units of clothing, basket B of 1(;
units of food and 50 units of clothing, and so on. °

To explain the theory of consumer behavior, we will ask whether consumers
prefer one market basket to another. Note that the theory assumes that con-
sumers’ preferences are consistent and make sense. We explain what we mean
by these assumptiorns in the next subsection.

Some Basic Assumptions about Preferences

The th?ory Qf consumer behavior begins with three basic assumptions about
people s‘preterences for one market basket versus another. We believe that these
assumptions hold for most people in most situations:

1. Completeness: Preferences are assumed to be complete. In other words, con-
sumers can compare and rank all possible baskets. Thus, for any two market
baskets A and B, a consumer will prefer A to B, will prefer B t‘oJA, or will be
indifferent between the two. By indifferent we mean that a person will be
equally satisfied with either basket. Note that these preferences ignore costs.

A con " mi g 'ger i
A consumer might prefer steak to hamburger but buy hamburger because it
1s cheaper.

Transitivity: Preferences are transitive. Transitivity means that if a con-
sumer prefers ba_sket A to basket B and basket B to basket C, then the con-
sumer also prefers A to C. For example, if a Porsche is preferred to a

Consumer Behavior
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Cadillac and a Cadillac to a Chevrolet, then a Porsche is also preferred to a
Chevrolet. Transitivity is normally regarded as necessary for consumer
consistency.

3. More is better than less: Goods are assumed to be desirable—i.e., to be good.
Consequently, consuniers always prefer more of any good to less. In addition,
consumers are never satisfied or satiated; more is always better, even if just a
little better.' This assumption is made for pedagogic reasons; namely, it sim-
plifies the graphical analysis. Of course, some goods, such as air pollution,
may be undesirable, and consumers will always prefer less. We ignore these
“bads” in the context of our immediate discussion of consumer choice
because most consurmers would not choose to purchase them. We will, how-
ever, discuss them later in the chapter.

These three assumptions form the basis of conswmer theory. They do not explain
consumer preferences, but they do impose a degree of rationality and reason-
ableness on them. Building on these assumptions, we will now explore con-
sumer behavior in greater detail.

Indifference Curves

We can show a consumer’s preferences graphically with the use of indifference
curves. An indifference curve represents all combinations of market baskets that pro-
vide a person with the same level of satisfaction. That person is therefore indifferent
among the market baskets represented by the points graphed on the curve.

Given our three assumptions about preferences, we know that a consumer
can always indicate either a preference for one market basket over another or
indifferernce between the two. We can then use this information to rank all possi-
ble consumption choices. In order to appreciate this principle in graphic form,
let’s assume that there are only two goods available for consumption: food F and
clothing C. In this case, all market baskets describe combinations of food and
clothing that a person might wish to consume. As we have already seen, Table 3.1
provides some examples of baskets containing various amounts of food and
clothing.

In order to graph a consumer’s indifference curve, it helps first to graph his
or her individual preferences. Figure 3.1 shows the same baskets listed in Table
3.1. The horizontal axis measures the number of units of food purchased each
week; the vertical axis measures the number of units of clothing. Market basket
A, with 20 units of food and 30 units of clothing, is preferred to basket G
because A contains more food and more clothing (recall our third assumption
that more is better than less). Similarly, market basket E, which contains even
more food and even more clothing, is preferred to A. In fact, we can easily com-
pare all market baskets in the two shaded areas (such as E and G) to A because
they all contain either more or less of both food and clothing. Note, however,
that B contains more clothing but less food than A. Likewise, D contains more
food but less clothing than A. Therefore, comparisons of market basket A with
baskets B, D, and H are not possible without more information about the con-
sumer’s ranking,.

This additional information is provided in Figure 3.2, which shows an indif-
ference curve, labeled U, that passes through points A, B, and D. This curve
indicates that the consumer is indifferent among these three market baskets. It

Thus some economists use the term nonsatiation to refer to this third assumption.

Clothing
(units per week)
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Because more of each good is preferred to less, we can compare market baskets in
the shaded areas. Basket A is clearly preferred to basket G, while E is clearly pre-
ferred to A. However, A cannot be compared with B, D, or H without additional
information.
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T_he indifference curve U, that passes through market basket A shows all baskets that

give the consumer the same level of satisfaction as does market basket A; these

Include baskets B and D. Qur consumer prefers basket E, which lies above U, to A,
,.,]?Et prefers A to H or G, which lie below U,.
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tells us that in moving from market basket A to market basket B, the consumer
feels neither better nor worse off in giving up 10 units of food to obtain 20 addi-
tional units of clothing. Likewise, the consumer is indifferent between points A
and D: He or she will give up 10 units of clothing to obtain 20 units of food. On
the other hand, the consumer prefers A to H, which lies below ;.

Note that the indifference curve in Figure 3.2 slopes downward from left to
right. To understand why this must be the case, suppose instead that it sloped
upward from A to E. This would violate the assumption that more of any com-
modity is preferred to less. Because market basket E has more of both food and
clothing than market basket A, it must be preferred to A and therefore cannot be on
the same indifference curve as A. In fact, any market basket lying above and to the
right of indifference curve U; in Figure 3.2 is preferred to any market basket on U,.

Indifference Maps

To describe a person’s preferences for all combinations of food and clothing, we
can graph a set of indifference curves called an indifference map. Each indiffer-
ence curve in the map shows the market baskets among which the person is
indifferent. Figure 3.3 shows three indifference curves that form part of an indif-
ference map. Indifference curve U; generates the highest level of satisfaction, fol-
lowed by indifference curves U, and U;.

Indifference curves cannot intersect. To see why, we will assume the contrary
and see how the resulting graph violates our assumptions about consumer
behavior. Figure 3.4 shows two indifference curves, U, and U, that intersect at
A. Because A and B are both on indifference curve U, the consumer must be
indifferent between these two market baskets. Because both A and D lie on indif-
ference curve L, the consumer must be indifferent between these market bas-
kets. Consequently, the consumer must also be indifferent between B and D. But
this conclusion can’t be true: Market basket B must be preferred to D because it

Clothing
(units per
week)

Food
(units per week)

An indifference map is a set of indifference curves that describes a person’s prefer-
ences. Any market basket on indifference curve U, such as basket 4, is preferred to
any basket on curve U, (e.g., basket B), which in turn is preferred to any basket on
U, suchasD.

Chapter 3

Clothing
(units per

week)

Food
(units per week)

.Ifin‘difference curves U, and U, intersect, one of the assumptions of consumer theory
is violated. According to this diagram, the consumner should be indifferent among

market baskets 4, B, and D. Yet B should be preferred to D because B has more of
both goods.

contains more of both food and clothing. Thus, indifference curves that intersect
contradicts our assumption that more is preferred to less.

Of course, there are an infinite nurnber of nonintersecting indifference curves
one tor every possible level of satisfaction. In fact, every possible market baskeé

(each corresponding to a point on the graph) has an indifference curve passing
through it. 7

The Shapes of Indifference Curves

- Recall that indifference curves are all downward sloping. In our example of food

and clothing, when the amount of food increases along an indifference curve
the amount of clothing decreases. The fact that indifference curves slope down:
ward follows directly from our assumption that more of a good is better than
less. If an indifference curve sloped upward, a consumer W(Suld be indifferent
between two market baskets ever though one of them had more of both food and
clothing.

Thg shape of an indifference curve describes how a consumer is willing to
Subsfntute one good for another. As we saw in Chapter 1, people face trade-offs.
The indifference curve in Figure 3.5 illustrates this principle. Starting at market
basket A and moving to basket B, we see that the consumer is willinc? to give up
6 units of clothing to obtain 1 extra unit of food. However, in movint:g frgm Bto
?, he Is willir.1g to give up only 4 units of clothing to obtain an additional unit of
500 The ot i v e ot et oy s o clohing for L i o
00d. The . g person consumes, the more clothing
he will give up in order to obtain more food. Similarly, the more food that a per-
SN possesses, the less clothing he will give up for more food.

Consumer Behavior
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16 —

Clothing
(units per
week)

10

6

Food
(units per week)

The slope of an indifference curve measures the consumer’s marginal rate of substi-
tution (MRS) between two goods. In this figure, the MRS between clothing (C) and
food (F) falls from 6 (between A and B) to 4 (between B and D) to 2 (between D and E)
to 1 (between E and G). When the MRS diminishes along an indifference curve, the
curve is convex.

The Marginal Rate of Substitution

To quantify the amount of one good that a consumer will give up to obtain more
of another, we use a measure called the marginal rate of substitution (MRS).
The MRS of food F for clothing C is the amount of clothing that a person is willing to
give up to obtain one additional unit of food. Suppose, for example, the MRS is 3.
This means that the consumer will give up 3 units of clothing to obtain 1 addi-
tional unit of food. If the MRS is 1/2, the consumer is willing to give up only
1/2 unit of clothing. Thus, the MRS measures the value that the individual places on
1 extra unit of one good in terms of another.

Look again at Figure 3.5. Note that clothing appears on the vertical axis and
food on the horizontal axis. When we describe the MRS, we must be clear about
which good we are giving up and which we are getting more of. To be consistent
throughout the book, we will define the MRS in terms of the amont of Hzg good on
the vertical axis that the consumer is willing to give up to obtain 1 extra unit of the good
on the horizontal axis. Thus in Figure 3.5, the MRS refers to the amount of clothing
that the consumer is willing to give up to obtain an additional unit of food. If we
denote the cliange in clothing by AC and the change in food by AF, the MRS can
be written as — AC/AT. We add the negative sign to make the marginal rate of
substitution a positive number (remember that AC is always negative; the corr
sumer gives up clothing to obtain additional food).

Thus the MRS at any point is equal in magnitude to the slope of the indiffer-
ence cwrve. In Figure 3.5, for example, the MRS between points A and B is 6: The
consumer is willing to give up 6 units of clothing to obtain 1 additional unit of
food. Between points B and D, however, the MRS is 4: With these quantities of
food and clothing, the consumer is willing to give up only 4 units of clothing to
obtain 1 additional unit of food.

Convexity Also observe in Figure 3.5 that the MRS falls as we move down the
indifference curve. This is not a coincidence. This decline in the MRS reflects an
important characteristic of consumer preferences. To understand this, we will
add an additional assumption regarding consumer preferences to the three that
we discussed earlier in the chapter: ,
4. Diminishing marginal rate of substitution: Indifference curves are convex,
" or bowed inward. The term convex means that the slope of the indifference
curve increases (i.e., becomes less negative) as we move down along the
curve. In other words, an indifference curve is convex if the MRS diminishes
along the curve. The indifference curve in Figure 3.5 is convex. As we have
seen, starting with market basket A in Figure 3.5 and moving to basket B, the
MRS of food F for clothing C is ~ AC/AF = —(—6)/1 = 6. However, when
we start at basket B and move from B to D, the MRS falls to 4. If we start at
basket D and move to E, the MRS is 2. Starting at E and moving to G, we get
an MRS of 1. As food consumption increases, the slope of the indifference
curve falls in magnitude. Thus the MRS also falls.”

[s it reasonable to expect indifference curves to be convex? Yes. As more and
more of one good is consumed, we can expect that a consumer will prefer to give
up fewer and fewer units of a second good to get additional units of the first one.
As we move down the indifference curve in Figure 3.5 and consumption of food
increases, the additional satisfaction that a consumer gets from still more food will
diminish. Thus, he will give up less and less clothing to obtain additional food.

Another way of describing this principle is to say that consumers generally pre-
fer balanced market baskets to market baskets that contain all of one good and
none of another. Note from Figure 3.5 that a relatively balanced market basket
containing 3 units of food and 6 units of clothing (basket D) gerierates as much sat-
isfaction as another market basket containing 1 unit of food and 16 units of cloth-
ing (basket A). It follows that a balanced market basket containing (for example) 6
units of food and 8 units of clothing will generate a higher level of satisfaction.

Perfect Substitutes and Perfect Complements

The shape of an indifference curve describes the willingness of a consumier to
substitute one good for another. An indifference curve with a different shape
implies a different willingness to substitute. To see this principle, look at the two
polar cases illustrated in Figure 3.6.

Figure 3.6(a) shows Bob’s preferences for apple juice and orange juice. These
two goods are perfect substitutes for Bob because he is entirely indifferent
between having a glass of one or the other. In this case, the MRS of apple juice
for orange juice is 1: Bob is always willing to trade 1 glass of one for 1 glass of the

3
~ With nonconvex preferences, the MRS increases as the amount of the good measured on the hori-
zontal axis increases along any indifference curve. This unlikely possibility might arise if one or both
goods are addictive. For example, the willingness to substitute an addictive drug for other goods
might increase as the use of the addictive drug increased.
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In §2.1, we explain that goods
are substitites when an
increase in the price of one
leads to an increase in the
quantity demanded of the
other.
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(a) Perfect Substitutes

Apple Left
Juice Shoes ,
(glasses) =
3
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Orange Juice (glasses) Right Shoes

In (a), Bob views orange juice and apple juice as perfect substitutes: He is always indifferent between a glass of one
and a glass of the other. In (b}, Jane views left shoes and right shoes as perfect complements: An additional left shoe
gives her no extra satisfaction unless she also obtains the matching right shoe.

perfect substitutes Two
goods for which the marginal
rate of substitution of one for
the other is a constant.

In §2.1, we explain that goods

are complements when an
increase in the price of one
leads to a decrease in the
quantity demanded of the
other.

perfect complements Two
goods for which the MRS is
infinite; the indifference
curves are shaped as right
angles.

bad Good for which less is
preferred rather than more.

other. In general, we say that two goods are perfect substitutes when the mar-
ginal rate of substitution of one for the other is a constant. The indifference
curves describing the trade-off between the consumption of the goods are
straight lines. The slope of the indifference curves need not be —1 in the case of
perfect substitutes. Suppose, for example, that Dan believes that one 16-
megabyte memory chip is equivalent to two 8-megabyte chips because both
combinations have the same memory capacity. In that case, the slope of Dan’s
indifference curve will be — 2 (with the number of 8-megabyte chips on the verti-
cal axis).

Figure 3.6(b) illustrates Jane’s preferences for left shoes and right shoes. For
Jane, the two goods are perfect complements because a left shoe will not increase
her satisfaction unless she can obtain the matching right shoe. In this case, the
MRS of left shoes for right shoes is zero whenever there are more right shoes
than left shoes; Jane will not give up any left shoes to get additional right shoes.
Correspondingly, the MRS is infinite whenever there are more left shoes than
right because Jane will give up all but one of her excess left shoes in order to
obtain an additional riglht shoe. Two goods are perfect complements when the
indifference curves for both are shaped as right angles.

Bads So far, all of our examples have involved commodities that are “goods”—
i.e., cases in which more of a commodity is preferred to less. However, some
things are bads: Less of them is preferred to more. Air pollution is a bad; asbestos in
housing insulation is another. How do we account for bads in the analysis of
consumer preferences?

The answer is simple: We redefine the commodity under study so that the
consumer tastes are represented as the preference for less of the bad. This rever-
sal turns the bad into a good. Thus, for example, instead of a preference for air
pollution, we will discuss the preference for clean air, which we can measure as
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the degree of reduction in air pollution. Likewise, instead of referring to asbestos
as a bad, we will refer to the corresponding good, the removal of asbestos.

Wwith this simple adaptation, all four of the basic assumptions of consumer
theory continue to hold, and we are ready to move on to an analysis of consumer
budget constraints.

7f you were an automobile company executive, how would you decide when
E to introduce new models and how much money to invest in restyling? You
would know that two of the most important attributes of a car are styling (e.g.,
design and interior features) and performance (e.g., gas mileage and handling).
Both are desirable attributes: The better the styling and the performance, the
greater will be the demand for a car. However, it costs money to restyle a car,
and it also costs money to improve its performance. How much of each
attribute should you include in your new model?

The answer depends in part on the costs of production, but it also depends
on consumer preferences. Two characterizations of consumer preferences are
shown in Figure 3.7. People with preferences shown in Figure 3.7(a) place
greater value on performance than styling: They have a high MRS and are will-
ing to give up quite a bit of styling to get better performance. Compare these
preferences to those of a different segment of the population shown in Figure
3.7(b). These low-MRS people prefer styling to performance and will put up
with poor gas mileage or handling to get a more stylish car.

Styling Styling

Performance Performance

Preferences for automobile attributes can be described by indifference curves. Each curve shows the combinations of
performance and styling that give the same satisfaction. Consumers in (a) are willing to give up a considerable
amount of styling for additional performance. The opposite is true for consumers in (b).
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Knowing which preference group is most prevalent can help executives
make strategic production decisions. One way to obtain such information is
by conducting surveys in which individuals are asked about their preferences
for a number of automobiles with differing combinations of styling and per-
formance. Another way is to analyze statistically past consumer purchases of
cars that varied in styling and performance. By relating to their attributes the
prices paid for different cars, we can determine the relative value attached to
each attribute by various groups of consumers.’ Either approach can help
determine whether the larger group more highly values performance (as in
Figure 3.7a) or styling (as in Figure 3.7b). You can also determine the extent to
which people in each group are willing to trade off one attribute for the other.

One study of automobile demand in the United States shows that over the
past two decades, most consumers have preferred styling over performance.*
The study divided all cars sold in the United States into nine market classes,
ranging from subcompact to luxury sport. Within each class, the degree of
styling change was indexed from 1 (no visible exterior change) to 5 (a complete
sheet metal change) to 9 (a completely new body, a change in size, and a con-
version from rear-wheel to front-wheel drive). The study found that companies
which emphasized style changes grew more rapidly than those that empha-
sized performance. In particular, cars undergoing major style changes enjoyed
significantly higher sales growth than cars not undergoing such changes. (The
major effect occurred immediately after the style change, but smaller effects
were felt in subsequent years.)

The importance of styling helps explain the historic growth of Japanese
imports in the United States: During the 1970s and 1980s, while U.S. domestic
sales grew at 1.3 percent per year, import sales grew at 6.4 percent. On aver-
age, 15 percent of all domestic U.S. cars underwent a major style change each
year, as compared to 23.4 percent of all imports. Although the market share of
imports stabilized in the past decade, it is clear that styling changes (along
with improvements in performance and reliability) spurred the growth of
imported cars.

Utility You may have noticed a convenient feature of the theory of consumer
behavior as we have described it so far: It has not been necessary to associate a
numerical level of satisfaction with eacl market basket consunied. For example, with
respect to the three indifference curves in Figure 3.3, we know that market bas-
ket A (or any other basket on indifference curve Us) gives more satisfaction than
any market basket on Uy, such as B. Likewise, we know that the market baskets
on U, are preferred to those on U,. The indifference curves simply allow us to
describe consumer preferences graphically, building on the assumption that con-
sumers can rank alternatives.

We will see that consumer theory relies only on the assumption that con-
sumers can provide relative rankings of market baskets. Nonetheless, it is often
useful to assign numerical values to individual baskets. Using this numerical

3 For an example, see Vladimir Bajic, “Automobiles and Implicit Markets: An Estimate of a
Structural Demand Model for Automobile Characteristics,” Applicd Economics 25 (1993): 541-551.

* See Fdward L. Millner and George E. Hoffer, “A Reexamination of the Impact of Automotive
Styling on Demand,” Applied Economics 25 (1993): 101-110.

approach, we can describe consumer preferences by assigning scores to the lev-
els of satisfaction associated with each indifference curve. In everyday language,
the word utility has rather broad connotations, meaning, roughly, “benefit” or
#well-being.” Indeed, people obtain “utility” by getting things that give them

leasure and by avoiding things that give them pain. In the language of econom-
ics, the concept of utility refers to the numerical score representing the satisfaction
that a consumer gets from a market basket. In other words, utility is a device used to
simplify the ranking of market baskets. If buying three copies of this textbook
makes you happier than buying one shirt, then we say that the books give you
more utility than the shirt.

nciions A utility function is a formula that assigns a level of utility
to each market basket. Suppose, for example, that Phil’s utility function for food (F)
and clothing (C) is u(F,C) = F + 2C. In that case, a market basket consisting of
8 units of food and 3 units of clothing generates a utility of 8 + (2)(3) = 14. Phil is
therefore indifferent between this market basket and a market basket containing 6
units of food and 4 units of clothing (6 + (2)(4) = 14). On the other hand, eitﬁer
market basket is preferred to a third containing 4 units of food and 4 units of cloth-
ing. Why? Because this last market basket has a utility level of only 4 + (4)(2) = 12.

We assign utility levels to market baskets so that if market basket A is pre-
ferred to basket B, the number will be higher for A than for B. For example, mar-
ket basket A on the highest of three indifferenice curves U; might have a utility
level of 3, while market basket B on the second-highest indifference curve U,
might have a utility level of 2; on the lowest indifference curve U, basket C, a
utility level of 1. Thus the utility function provides the same information about
preferences that an indifference map does: Both order consumer choices in terms
of levels of satisfaction.

Let’s examine one particular utility function in some detail. The utility func-
tion u(F,C) = FC tells us that the level of satisfaction obtained from consuming
F units of food and C units of clothing is the product of F and C. Figure 3.8 shows

Clothing
(units per
week)
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15 Food
(units per week)

A utﬂi-ty @mcﬁon can be represented by a set of indifference curves, each with a
numerical indicator. This figure shows three indifference curves, with utility levels of
25,50, and 100, respectively, associated with the utility function FC.
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utility Numerical score rep-
resenting the satisfaction that
a consumer gets from a given
market basket.

utility function Formula
that assigns a level of utility to
individual market baskets.
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ordinal utility function

Utility function that generates
a ranking of market baskets in
order of most to least preferred.

cardinal utility function
Utility function describing by
how much one market basket
is preferred to another.
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indifference curves associated with this function. The graph was drawn by ini-
tially choosing one particular market basket—say, F = 5 and C = 5 at point A.
This market basket generates a utility level U, of 25. Then the indifference curve
(also called an isoutility curve) was drawn by finding all market baskets for
which FC = 25 (e.g., F = 10, C = 2.5 at point B; F = 2.5, C = 10 at point D). The
second indifference curve U, contains all market baskets for which FC = 50 and
the third LI, all market baskets for which FC = 100.

It is important to note that the numbers attached to the indifference curves
are for convenience only. Suppose the utility function were changed to
u(F,C) = 4FC. Consider any market basket that previously generated a utility
level of 25—say, F = 5 and C = 5. Now the level of utility has increased, by a
factor of 4, to 100. Thus the indifference curve labeled 25 looks the same,
although it should now be labeled 100 rather than 25. In fact, the only difference
between the indifference curves associated with the utility function 4FC and the
utility function FC is that the curves are numbered 100, 200, and 400, rather than
25,50, and 100. It is important to stress that the utility function is simply a way
of ranking different market baskets; the magnitude of the utility difference
between any two market baskets does not really tell us anything. The fact that L;
has a level of utility of 100 and U, has a level of 50 does not mean that market
baskets on U; generate twice as much satisfaction as those on U,. This is so
because we have no means of objectively measuring a person’s satisfaction or
level of well-being from the consumption of a market basket. Thus whether we
use indifference curves or a measure of utility, we know only that Uj; is better
than L, and that U, is better than L;. We do not, however, know by low much
one is preferred to the other.

Ordinal versus Cardinal Utility The three indifference curves in Figure 3.3
provide a ranking of market baskets that is ordered, or ordinal. For this reason, a
utility function that generates a ranking of market baskets is called an ordinal
utility function. The ranking associated with the ordinal ufility function places
market baskets in the order of most to least preferred. However, as explained
above, it does not indicate by how much one is preferred to another. We know, for
example, that any market basket on U, such as 4, is preferred to any on U5, such as
B. However, the amount by which A is preferred to B (and B to D) is not revealed
by the indifference map or by the ordinal utility function that generates it.

When working with ordinal utility functions, we must be careful to avoid a
trap. Suppose that Juan’s ordinal utility function attaches a utility level of 5 to a
copy of this textbook; meanwhile Maria’s utility function attaches a level of 10.
Will Maria be happier than Juan if each of them gets a copy of this book? We
don’t know. Because these numerical values are arbitrary, interpersonal compar-
isons of utility are impossible.

When economists first studied utility and utility functions, they hoped that
individual preferences could be quantified or measured in terms of basic units
and could therefore provide a ranking that allowed for interpersonal compar-
isons. Using this approach, we could say that Maria gets twice as much satisfac-
tion as Juan from a copy of this book. Or if we found that having a second copy
increased Juan'’s utility level to 10, we could say that his happiness has doubled.
If the numerical values assigned to market baskets did have meaning in this
way, we would say that the numbers provided a cardinal ranking of alternatives.
A utility function that describes by how much one market basket is preferred to
another is called a cardinal utility function. Unlike ordinal utility functions, a
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cardinal utility function attaches to market baskets numerical values that cannot
arbitrarily be doubled or tripled without altering the differences between the
values of various market baskets.

Unfortunately, we have no way of telling whether a person gets twice as
much satisfaction from one market value as from another. Nor do we know
whether one person gets twice as much satisfaction as another from consuming
the same basket. (Could you tell whether you get twice as much satisfaction from
consuming one thing versus another?) Fortunately, this constraint is unimpor-
tant. Because our objective is to understand consumer behavior, all that matters
is knowing how consumers rank different baskets. Therefore, we will work only
with ovdinal utility functions. This approach is sufficient for understanding both
how individual consumer decisions are made and what this knowledge implies
about the characteristics of consumer demand.

? 1“ L ﬁ/—.‘ 7 v Lema o~y ‘,‘f ?
3.2 Budget Constraints

So far we have focused only on the first piece of consumer theory—consumer
preferences. We have seen how indifference curves (or, alternatively, utility func-
tions) can be used to describe how consumers value various baskets of goods.
Now we turn to the second part of consumer theory: the budget constraints that
consumers face as a result of their limited incomes.

The Budget Line

To see how a budget constraint limits a consumer’s choices, let's consider a situ-
ation in which a woman has a fixed amount of income, I, that can be spent on
food and clothing. Let F be the amount of food purchased and C the amount of
clothing. We will denote the prices of the two goods P and P-. In that case, P.F
(i.e., price of food times the quantity) is the amount of money spent on food and
P-C the amount of money spent on clothing.

The budget line indicates all combinations of F and C for which the total amount
of money spent is equal to income. Because we are considering only two goods (and
ignoring the possibility of saving), the woman will spend her entire income on
food and clothing. As a result, the combinations of food and clothing that she
can buy will all lie on this line:

P.E+DC=1 (3.1)

Suppose, for example, that our consumer has a weekly income of $80, the
price of food is $1 per unit, and the price of clothing is $2 per unit. Table 3.2
shows various combinations of food and clothing that she can purchase each
week with her $80. If her entire budget were allocated to clothing, the most that
she could buy would be 40 units (at a price of $2 per unit), as represented by
market basket A. If she spent her entire budget on food, she could buy 80 units
(at $1 per unit), as given by market basket G. Market baskets B, D, and E show
three additional ways in which $80 could be spent on food and clothing.
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budget constraints Con-
straints that consumers face as
a result of limited incomes.

budget line All combinations
of goods for which the total
amount of money spent is
equal to income.
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HIARKET BASKET FOOD (F) CLOTHING (C) TOTAL SPENDING
A 0 40 $80
B 20 30 380
D 40 20 $80
E 60 10 $80
G 80 0 $80

Figure 3.9 shows the budget line associated with the market baskets given in
Table 3.2. Because giving up a unit of clothing saves $2 and buying a unit of
food costs $1, the amount of clothing given up for food along the budget line
must be the same everywhere. As a result, the budget line is a straight line from
point A to point G. In this particular case, the budget line is given by the equa-
tion F + 2C = $80.

The intercept of the budget line is represented by basket A. As our consumer
moves along the line from basket A to basket G, she spends less on clothing and
more on food. It is easy to see that the extra clothing that must be given up to
consume an additional unit of food is given by the ratio of the price of food to
the price of clothing ($1/$2 = 1/2). Because clothing costs $2 per unit and food
only $1 per unit, 1/2 unit of clothing must be given up to get 1 unit of food. In

Figure 3.9 the slope of the line, AC/AF = —1/2, measures the relative cost of
food and clothing.
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A budget line describes the combinations of goods that can be purchased given the
consumer’s income and the prices of the goods. Line AG (which passes through
points B, D, and E) shows the budget associated with an income of $80, a price of
food of Pr = $1 per unit, and a price of clothing of P = $2 per unit. The slope of the
budget line (measured between points B and D) is — P/P- = —10/20 = —1/2.

Using equation (3.1), we can see how much of C must be given up to consume
more ofOF We divide both sides of the equation by F- and then solve for C:

C = (I/P) — (P&/P)F (3.2)

Equation (3.2) is the equation for a straight line; it has a vertical intercept of I/ Pc
and a slope of — (Pe/Fo). ' _ _

The slope of the budget line, — (Pr/Fc), is the negative of the ratio of the prices of
the twa goods. The magnitude of the slope tells us the rate at which the two goods
can be substituted for each other without changing the total amount of money
spent. The vertical intercept (I/P-) represents the max.imum amount of C that can
be purchased with income I. Finally, the horizontal intercept (I/P) tells us how
many units of F can be purchased if all income were spent on F.

The Effects of Changes in Income and Prices

We have seen that the budget line depends both or income and on the prices of
the goods Pr and F¢. But of course prices and income often change. Let’s see how
such changes affect the budget line.

Income Changes What happens to the budget line when income changes?
From the equation for the straight line (3.2), we can see that a change in income
alters the vertical intercept of the budget line but does not change the slope
(because the price of neither good changed). Figure 3.10 shows that if income is
doubled (from $80 to $160), the budget line shifts outward, from budget line L, to
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A change in income (with prices unchanged) causes the budget line to shift parallel
to the original line (L;). When the income of $80 (on L;) is increased to $160, the bud-
get line shifts outward to L,. If the income falls to $40, the line shifts inward to L;.

Chapter 3

Consumer Behavior

77



78 Part 2

Producers, Consumers, and Competitive Markets

budget line L,. Note, however, that L, remains parallel to ;. If she desires, our con-
sumer can now double her purchases of both food and clothing. Likewise, if her
income is cut in half (from $80 to $40), the budget line shifts inward, from L, to L.

Price Changes What happens to the budget line if the price of one good
changes but the price of the other does not? We can use the equation
C = (I/F) — (Pe/Pc)F to describe the effects of a change in the price of food on
the budget line. Suppose the price of food falls by half, from $1 to $0.50. In that
case, the vertical intercept of the budget line remains unchanged, although the
slope changes from —Py/P- = —1/$2 = —1/2 to —$0.50/$2 = —1/4. In Figure
3.11, we obtain the new budget line L, by rotating the original budget line L, out-
ward, pivoting from the C-intercept. This rotation makes sense because a person
who consumes only clothing and no food is unaffected by the price change.
However, someone who consumes a large amount of food will experience an
increase in his purchasing power. Because of the decline in the price of food, the
maximuin amount of food that can be purchased has doubled.

On the other hand, when the price of food doubles from $1 to $2, the budget
line rotates inward to line L because the person’s purchasing power has dimin-
ished. Again, a person who consumed only clothing would be unaffected by the
food price increase.

What happens if the prices of both food and clothing change, but in a way
that leaves the ratio of the two prices unchanged? Because the slope of the bud-
get line is equal to the ratio of the two prices, the slope will remain the same. The
intercept of the budget line must shift so that the new line is parallel to the old
one. For example, if the prices of both goods fall by half, then the slope of the
budget line does not change. However, both intercepts double, and the budget
line is shifted outward.

This exercise tells us something about the determinants of a consumer’s
purchasing power—her ability to generate utility through the purchase of goods
and services. Purchasing power is determined not only by income, but also by
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A change in the price of one good (with income unchanged) causes the budget line to
rotate about one intercept. When the price of food falls from $1.00 to $0.50, the bud-
get line rotates outward from L, to L,. However, when the price increases from $1.00
to $2.00, the line rotates inward from L, to Ls.
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prices. For example, our consumer’s purchasing power can double either
because her income doubles or because the prices of all the goods that she buys
fall by half.

Finally, consider what happens if everything doubles—the prices of both
food and clothing aiid the consumer’s income. (This can happen in an inflation-
ary economy.) Because both prices have doubled, the ratio of the prices has not
changed; neither, therefore, has the slope of the budget line. Because the price of
clothing has doubled along with income, the maximum amount of clothing that
can be purchased (represented by the vertical intercept of the budget line) is
unchanged. The same is true for food. Therefore, inflationary conditions in
which all prices and income levels rise proportionately will not affect the con-
sumer’s budget line or purchasing power.

3.0

Given preferences and budget constraints, we can now determine how individ-
ual consumers choose how much of each good to buy. We assume that con-
sumers make this choice in a rational way—that they choose goods to maximize
the satisfaction they can achieve, given the limited budget available to them.

The maximizing market basket must satisfy two conditions:

1. It must be located on the budget line. To see why, note that any market bas-
ket to the left of and below the budget line leaves some income
unallocated—income which, if spent, could increase the consumer’s satis-
faction. Of course, consumers can—and sometimes do—save some of their
incomes for future consumption. In that case, the choice is not just between
food and clothing, but between consuming food or clothing now and con-
suming food or clothing in the future. At this point, however, we will keep
things simple by assuming that all income is spent now. Note also that any
market basket to the right of and above the budget line cannot be purchased
with available income. Thus, the only rational and feasible choice is a basket
on the budget line.

2. It must give the consumer the most preferred combination of goods and
services.

These two conditions reduce the problem of maximizing consumer satisfaction
to one of picking an appropriate point on the budget line.

In our food and clothing example, as with any two goods, we can graphically
ilustrate the solution to the consumer’s choice problem. Figure 3.12 shows how
the problem is solved. Here, three indifference curves describe a consumer’s
preferences for food and clothing. Remember that of the three curves, the outer-
most curve Us, yields the greatest amount of satisfaction, curve U, the next
greatest amount, and curve U the least.

Note that point B on indifference curve U, is not the most preferred choice,
because a reallocation of income in which more is spent on food and less on cloth-
ing can increase the consumer’s satisfaction. In particular, by moving to point A, the
consumer spends the same amount of money and achieves the increased level of sat-
isfaction associated with indifference curve L. In addition, note that baskets located
to the right and above indifference curve U,, like the basket associated with D on
indifference curve Us, achieve a higher level of satisfaction but cannot be purchased
with the available income. Therefore, A maximizes the consumer’s satisfaction.
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marginal benefit Benefit
from the consumption of one
additional unit of a good.

marginal cost Cost of one
additional unit of a good.
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Consumers maximize satisfaction by choosing market basket A. At this point, the
budget line and indifference curve U, are tangent, and no higher level of satisfaction
(e.g., with market basket D) can be attained. At A, the point of maximization, the
MRS between the two goods equals the price ratio. At B, however, because the MRS
[—(—=10/10) = 1]is greater than the price ratio (1/2), satisfaction is not maximized.

We see from this analysis that the basket which maximizes satisfaction must
lie on the highest indifference curve that touches the budget line. Point A is the
point of tangency between indifference curve U, and the budget line. At A, the
slope of the budget line is exactly equal to the slope of the indifference curve.
Because the MRS (— AC/AF) is the negative of the slope of the indifference
curve, we can say that satisfaction is maximized (given the budget constraint) at
the point where

This is an important result: Satisfaction is maximized when the marginal rate of

substitution (of F for C) is equal to the ratio of the prices (of F to C). Thus the con-
sumer can obtain maximum satisfaction by adjusting his consumption of goods
Fand C so that the MRS equals the price ratio.

The condition given in equation (3.3) illustrates the kinds of optimization con-
ditions that arise in economics. In this instarice, satisfaction is maximized when
the marginal benefit—the benefit associated with the consumption of one addi-
tional unit of food—is equal to the marginal cost—the cost of the additional
unit of food. The marginal benefit is measured by the MRS. At point 4, it equals
1/2 (the magnitude of the slope of the indifference curve), which implies that the
consumer is willing to give up 1/2 unit of clothing to obtain 1 unit of food. At the
same point, the marginal cost is measured by the magnitude of the slope of the
budget line; it too equals 1/2 because the cost of getting one unit of food is giv-
ing up 1/2 unit of clothing (P = 1 and Pc = 2 on the budget line).

If the MRS is less or greater than the price ratio, the consumer’s satisfaction
has not been maximized. For example, compare point B in Figure 3.12 to point
A. At point B, the consumer is purchasing 20 units of food and 30 units of cloth-
ing. The price ratio (or marginal cost) is equal to 1/2 because food costs $1 and
cothing $2. However, the MRS (or marginal benefit) is greater than 1/2; it is
approximately 1. As a result, the consumer is able to substitute 1 unit of food for
1 unit of clothing without loss of satisfaction. Because food is cheaper than cloth-
ing, it is in her interest to buy more food and less clothing. If our consumer pur-
chases 1 less unit of clothing, for example, the $2 saved can be allocated to two
units of food even though only one unit is needed to maintain her level of satis-
faction.”

The reallocation of the budget continues in this manner (moving along the
budget line), until we reach point A, where the price ratio of 1/2 just equals the
MRS of 1/2. This point implies that the consumer is willing to trade one unit of
clothing for two units of food. Only when the condition MRS = 1/2 = P¢/Pc
holds is she maximizing her satisfaction.

ur analysis of consumer choice allows us to see how the differing preferences
of consumer groups for automobiles can affect their purchasing decisions.
Following up on Example 3.1, we consider two groups of consumers. The mem-
bers of each group wish to spend $10,000 each on the styling and performance of a
new car. (Additional money could be allocated to other attributes of automobiles
not discussed here; thus the total expenditure on each car could be more than
$10,000.) Each group has different preferences for styling and performance.

Figure 3.13 shows the car-buying budget constraint faced by individuals in
each group. The first group, with preferences similar to those in Figure 3.7(a),
prefers performance to styling. By finding the point of tangency between a typ-
ical individual’s indifference curve and the budget constraint, we see that con-
sumers in this group would prefer to buy a car whose performance was worth
57,000 and whose styling was worth $3,000. Individuals in the second group,
however, would prefer cars with $2,500 worth of performance and $7,500
worth of styling. (Recall from Example 3.1 that statistical studies have shown
that the majority of consumers belong to the second group.)

With knowledge of group preferences, an automobile company can design
a production and marketing plan. One potentially profitable option is to
appeal to both groups by manufacturing a model emphasizing styling to a
slightly lesser degree than preferred by individuals in Figure 3.13(b) but to a
much greater degree than preferred by those in Figure 3.13(a). A second option
is to produce a relatively large number of cars that emphasize styling and a
smaller number emphasizing performance. Knowledge about the preferences
of each group, along with information about the number of consumers in each,

" The result that the MRS equals the price ratio is deceptively powerful. Imagine two consumers
who have just purchased various quantities of food and clothing. Without looking at their purchases,
you can tell both persons (if they are maximizing) the value of their MRS (by looking at the prices of
the two goods). What you cannot tell, however, is the quantity of each good purchased, because that
decision is determined by their individual preferences. If the two consumers have different tastes,

theyv will consume different quantities of food and clothing, even though each MRS is the same.

Chapter 3

Consumer Behavior

[
=3 ]



82 Part 2 Producers, Consumers, and Competitive Markets

Styling Styvling

$10,000 |
510,000

$3,000

J
|
|

57,000 $10,000 510,000
Performance Performance

(a) (b)

The consumers in (a) are willing to trade off a considerable amount of styling for some additional performance. Given
a budget constraint, they will choose a car that emphasizes performance. The opposite is true for consumers in (b).

would be sufficient to allow the firm to make a sensible strategic business
decision.

In fact, an exercise similar to this was carried out by Gereral Motors in a
survey of a large number of automobile buyers.® Some of the results were
expected. For example, households with children tended to prefer functionality
over stvle and so tended to buy minivans rather than sedans and sporty cars.
Rural households, on the other hand, tended to purchase pickups and all-
wheel drives. More interesting was the strong correlation between age and
preferences for attributes. Older consumers tended to prefer larger and heavier
cars with more safety features and accessories (e.g., power windows and steer-
ing). Younger consumers preferred greater horsepower and more stylish cars
(including sport utility vehicles).

rant programs from the federal government to state and local govern-

merits serve many purposes. One program might seek to increase school
spending, another to redistribute income from relatively wealthy states and
localities to those that are relatively poor. A third might try to ensure that indi-
vidual governments provide minimuin service levels.

® The survey design and the results are described in Steven Berry, James Levinsohn, and Ariel Pakes,
“Differentiated Products Demand Systems from a Combination of Micro and Macro Data: The New
Car Market,” National Bureau of Economic Research Working Paper 6481, March 1998.
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Private Expenditures ()

Private Expenditures ($)

W em e —

Z Q Vv
Police Expenditures (5)

(@)

(@) Anonmatching grant from the federal government to a local government acts just like an income increase in tradi-
tional consumer analysis. The local government official moves from A to B, allocating a portion of the grant to police
expenditures and a portion to lower taxes and, therefore, to an increase in private expenditures. (b) A matching grant
acts just like a price decrease in traditional consumer analysis. The local government official moves from A to C, allo-
cating some of the grant to police expenditures and some to private expenditures. Relatively more money, however, is
spent on police expenditures than would be the case with a nonmatching grant of the same total amount.

Which kinds of grant programs are best suited to achieve these different
objectives? The answer depends on the incentive effects that each program gen-
erates. By changing the constraints faced by local public officials, a grant pro-
gram can alter an official’s decision about how much a local government
should spend. We can use consumer theory to see how two tvpes of grant pro-
grams evoke different responses from public officials.

Suppose that a public official is in charge of the police budget, which is paid
for by local taxes. Her preferences reflect what she believes should be allocated
for police spending and what she feels citizens would prefer to have available
for private consumption. Before the introduction of the grant program, the
city’s budget line is PQ in Figure 3.14(a). This budget line represents the total
amount of resources available for public police spending (shown on the hori-
zontal axis) and private spending (on the vertical).” The preference-maximizing
market basket A on indifference curve U, shows that OR is spent on private
expenditures and OS on police expenditures. Because public expenditures are
paid for by local taxes, these private expenditures represent spending after
local taxes have been paid.

The first type of grant program, a nommatching grant, is simply a check from
the federal government that the local government can spend without restriction.
An unconditional grant of this sort expands the community budget line

" This sum would approximately equal the per capita income of the jurisdiction (sav $10,000) times
the number of taxpavers (say, 50,000)
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which the marginal rate of
substitution for one good in a
chosen market basket is not
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get line.
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outward from PQ to TV in Figure 3.14(a), where PT = QV is the dollar
amount of the grant. The local government’s response to this influx of dollars
is to move to a higher indifference curve by selecting market basket B, with
more of both goods (OU of private expenditures and OZ of police expendi-
tures). But more private expenditures means that some of the money for
police that came previously from taxes now comes from government grants.

The second type of program is the inatching grant—funds offered as a form of
subsidy to local spending. For example, the federal government might offer $1 for
every 52 that the local government raises to pay for police. As a result, a matching
grant lowers the cost of the publicly provided good. In terms of Figure 3.14(b), the
matching grant rotates the budget line outward from PQ to PR. If no local money
is spent on police, the budget line is unchanged. However, if the local official
decides to spend money on the public sector, the budget increases.

In response to the matching grant, the official chooses market basket C rather
than A. As with a nonmatching grant, there is an increase in police expenditures
and a tax cut that leads to an increase in private consumption. At C, OX dollars
are allocated to police and OW to private expenditures. However, the spending
effects of the two types of grant are different. The diagram shows that the match-
ing grant leads to greater police spending than does the nonmatching grant,
even when the two programs involve identical government expenditures.®

Corner Solutions

Sometimes consumers buy in extremes, at least within categories of goods. Some
people, for example, spend no money on travel and entertainment. Indifference
curve analysis can be used to show conditions under which consumers choose
not to consume a particular good.

In Figure 3.15, a man faced with budget line for snacks AB chooses to pur-
chase only ice cream (IC) and no frozen vogurt (Y). This decision reflects what is
called a corner solution: When one of the goods is not consumed, the consump-
tion bundle appears at the corner of the graph. At B, which is the point of maxi-
mum satisfaction, the MRS of ice cream for frozen yogurt is greater than the
slope of the budget line. This inequality suggests that if the consumer had more
frozen yogurt to give up, he would gladly trade it for additional ice cream. At
this point, however, our consumer is already consuming all ice cream and no
frozen yogurt, and it is impossible to consume negative amounts of frozen
yogurt.

Wheit a corner solution arises, the consumer’s MRS does not necessarily equal the
price ratio. Unlike the condition expressed in equation (3.3), the necessary condi-
tion for satisfaction to be maximized when choosing between ice cream and
frozen yogurt in a corer solution is given by the following inequality:®

MRS = P, /P, (3.4)

¥ Note also that point B, which is attained with a nonmatching grant, is on a higher indifference
curve than point C, which is attained with a matching grant. The nonmatching grant leads to greater
satisfaction for the same level of expenditure. In other words, there is a trade-off between encourag-
ing a particular change in expenditure and achieving the highest level of satistaction for a given
expenditure.

% Strict equality could hold if the slope of the budget constraint happened to equal the slope of the
indifference curve—a condition that is unlikely.

Frozen Yogurt
(cups per

month)

U, U, Us

B Ice cream
(cups per month)

When the consumer’s marginal rate of substitution is not equal to the price ratio for
all levels of consumption, a corner solution arises. The consumer maximizes satisfac-
tion by consuming only one of the two goods. Given budget line AB, the highest
level of satisfaction is achieved at B on indifference curve U, where the MRS (of ice
cream for frozen yogurt) is greater than the ratio of the price of ice cream to the price
of frozen yogurt.

This inequality would, of course, be reversed if the corner solution were at point
A rather than B. In either case, we can see that the marginal benefit—-marginal
cost equality that we described in the previous section holds only when positive
quantities of all goods are consurned.

An important lesson here is that predictions about how much of a product
consumers will purchase when faced with changing economic conditions
depend on the nature of consumer preferences for that product and related
products and on the slope of the consumer’s budget line. If the MRS of ice cream
for frozen yogurt is substantially greater than the price ratio, as in Figure 3.15,
then a small decrease in the price of frozen yogurt will not alter the consumer’s
choice; he will still choose to consume only ice cream. But if the price of frozen
yogurt falls far enough, the consumer could quickly choose to consume a lot of
frozen yogurt.

ane Doe’s parents have provided a trust fund for her college education. Jane,

) who is 18, can receive the entire trust fund on the condition that she spend it

only on education. The fund is a welcome gift to Jane but perhaps not as

welcome as an unrestricted trust. To see why Jane feels tlhis way, consider

Figure 3.16, in which dollars per year spent on education are shown on the hor-
izontal axis and dollars spent on other forms of consumption on the vertical.
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Other
Consumption

)

Education (5)

When given a college trust fund that must be spent on education, the student moves
from A to B, a corner solution. If, however, the trust fund could be spent on other
consumption as well as education, the student would be better off at C.

The budget line that Jane faces before being awarded the trust is given by
line PQ. The trust fund expands the budget line outward as long as the full
amount of the fund, shown by distance PB, is spent on education. By accepting
the trust fund and going to college, Jane increases her satisfaction, moving from
A on indifference curve U to B on indifference curve U,.

Note that B represents a corrier solution because Jane’s marginal rate of sub-
stitution of other consumption for education is lower than the relative price of
other consumption. Jane would prefer to spend a portion of the trust fund on
other goods in addition to education. Without restriction on the trust fund, she
would move to C on indifference curve L, decreasing her spending on educa-
tion (perhaps going to a junior college rather than a four-year college) but
increasing her spending on items that she enjoys more than education.

Recipients usually prefer unrestricted to restricted trusts. Restricted trusts
are popular, however, because they allow parents to control children’s expendi-
tures in ways that they believe are in the children’s long-run best interests.

In Section 3.1, we saw how an individual’s preferences could be represented by a
series of indifference curves. Then in Section 3.3, we saw how preferences, given
budget constraints, determine choices. Can this process be reversed? If we know
the choices that a consumer has made, can we determine his or her preferences?

Clothing
(units per |
month)

Food
(units per month)

If an individual facing budget line /; has chosen market basket A rather than market
basket B, A is revealed to be preferred to B. Likewise, the individual facing budget
line I; chooses market basket B, which is then revealed to be preferred to market
basket D. Whereas A is preferred to all market baskets in the green-shaded area, all
baskets in the pink-shaded area are preferred to A.

We can if we have information about a sufficient number of choices that have
been made when prices and income levels varied. The basic idea is simple. If a
consumer chooses one market basket over another, and if the chosen market basket is more
expensive than the alternative, then the consumer must prefer the chosen market basket.

Suppose that an individual, facing the budget constraint given by line /; in
Figure 3.17, chooses market basket A. Let's compare A to baskets B and D.
Because the individual could have purchased basket B (and all baskets below
line I;) and did not, we say that A is preferred to B.

It might seem at first glance that we cannot make a direct comparison
between baskets A and D because D is not on I;. But suppose the relative prices
of food and clothing change, so that the new budget line is I, and the individual
then chooses market basket B. Because D lies on budget line I, and was not cho-
sen,, B is preferred to D (and to all baskets below line I,). Because A is preferred
to B and B is preferred to D, we conclude that A is preferred to D. Furthermore,
note in Figure 3.17 that basket A is preferred to all of the baskets that appear in
the green-shaded areas. However, because food and clothing are “goods” rather
than “bads,” all baskets that lie in the pink-shaded area in the rectangle above
and to the right of A are preferred to A. Thus, the indifference curve passing
through A must lie in the unshaded area.

Given more information about choices when prices and income levels vary, we
can get a better fix on the shape of the indifference curve. Consider Figure 3.18.
Suppose that facing line I5 (which was chosen to pass through A), the individual
chooses market basket E. Because E was chosen even though A was equally expen-
sive (it lies on the same budget line), E is preferred to A, as are all points in the rec-
tangle above and to the right of E. Now suppose that facing line I, (which passes
through A), the individual chooses market basket G. Because G was chosen and
Awasnot, Gis preferred to A, as are all market baskets above and to the right of G.
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Facing budget line /; the individual chooses E, which is revealed to be preferred to A
(because A could have been chosen). Likewise, facing line I, G is chosen, which is
also revealed to be preferred to A. Whereas A is preferred to all market baskets in the
green-shaded area, all market baskets in the pink-shaded area are preferred to A.

We can go further by making use of the assumption that preferences ave convex.
In that case, because £ is preterred to A, all market baskets above and to the right of
line AE in Figure 3.18 must be preterred to A. Otherwise, the indifference curve
passing through A would have to pass through a point above and to the right of
AE and then fall below the line at E—in which case the inditference curve would
not be convex. By a similar argument, all points on AG or above are also pre-
ferred to A. Therefore, the indifference curve must lie within the unshaded area.

The revealed preference approach is valuable as a means of checking whether
individual choices are consistent with the assumptions of consumer theory. As
Example 3.5 shows, revealed preference analysis can help us understand the
implications of choices that consumers must make in particular circumstances.

health club has been offering the use of its facilities to anyone who is will-
ing to pay an hourly fee. Now the club decides to alter its pricing policy by
charging both an annual membership fee and a lower hourly fee. Does this new
financial arrangement make individuals better off or worse off than they were
under the old arrangement? The answer depends on people’s preferences.
Suppose that Roberta has $100 of income available each week for recre-
ational activities, including exercise, movies, restaurant meals, and so on.
When the health club charged a fee of $4 per hour, Roberta used the facility
10 hours per week. Under the new arrangemernt, she is required to pay $30 per
week but can use the club for anly $1 per hour.

Chapter 3
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When facing budget line /;, an individual chooses to use a health club for 10 hours
per week at point A. When the fees are altered, she faces budget line I,. She is then
made better off because market basket A can still be purchased, as can market basket
B, which lies on a higher indifference curve.

Is this change beneficial for Roberta? Revealed preference analysis provides
the answer. In Figure 3.19, line /, represents the budget constraint that Roberta
faced under the original pricing arrangement. In this case she maximized her
satisfaction by choosing market basket A, with 10 hours of exercise and $60 of
other recreational activities. Under the new arrangement, which shifts the bud-
get line to I, she could still choose market basket A. But because U is clearly
not tangent to I, Roberta will be better off choosing another basket, such as B,
with 25 hours of exercise and $45 of other recreational activities. Because she
would choose B when she could still choose A, she prefers B to A. The new pric-
ing arrangement therefore makes Roberta better off. (Note that B is also pre-
ferred to C, which represents the option of not using the health club at all.)

We could also ask whether this new pricing system—called a two-part
tariff—will increase the club’s profits. If all members are like Roberta and more
use generates more profit, then the answer is yes. In general, however, the
answer depends on two factors: the preferences of all members and the costs of
operating the facility. We discuss the two-part tariff in detail in Chapter 11,
where we study ways in which firms with market power set prices.

;3 jaliel . . - .
In ~Sechon 3.3, we showed graphically how a consumer can maximize his or her
satisfaction given a budget constraint. We do this by finding the highest indiffer-
ence curve that can be reached, given that budget constraint. Because the highest
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marginal utility (MU) Addi-
tional satisfaction obtained
from consuming one addi-
tional unit of a good.

diminishing marginal utility
Principle that as more of a
good is consumed, the con-
sumption of additional
amounts will vield smaller
additions to utility.
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indifference curve also has the highest attainable level of utility, it is natural to recast
the consumer’s problem as one of maximizing utility subject to a budget constraint,

The concept of utility can also be used to recast our analysis in a way that pro-
vides additional insight. To begin, let’s distinguish between the total utility
obtained by consumption and the satisfaction obtained from the last item con-
sumed. Marginal utility (MU) measures the additional satisfaction obtained from
consuming one additional unit of a good. For example, the marginal utility associ-
ated with a consumption increase from 0 to 1 unit of food might be 9; from 1to 2,
it might be 7; from 2 to 3, it might be 5.

These numbers imply that the consumer has diminishing marginal utility:
As more and more of a good is consumed, consuming additional amounts will
yield smaller and smaller additions to utility. Imagine, for example, the con-
sumption of television: Marginal utility might fall after the second or third hour
and could become very small after the fourth or fifth.

We can relate the concept of marginal utility to the consumer s utility-maxi-
mization problem in the following way. Consider a small movement down an
indifference curve in Figure 3.8 (p. 73). The additional consumption of food, AF,
will generate marginal utility MU;. This shift results in a total increase in utility
of MU;AF. At the same time, the reduced consumption of clothing, AC, will
lower utility per unit by MU, resulting in a total loss of MUCAC.

Because all points on an indifference curve generate the same level of utility,
the total gain in utility associated with the increase in F must balance the loss
due to the lower consumption of C. Formally,

0 = MUKAF) + MUL(AC)
Now we can rearrange this equation so that
—(AC/AF) = MUy/MUc¢
But because — (AC/ AF)is the MRS of F for C, it follows that
MRS = MU;/MU¢ (3.5)

Equation (3.5) tells us that the MRS is the ratio of the marginal utility of F to the
marginal utility of C. As the consumer gives up more and more of C to obtain
more of F, the marginal utility of F falls and that of C increases.

We saw earlier in this chapter that when consumers maximize their satisfac-
tion, the MRS of F for C is equal to the ratio of the prices of the two goods:

MRS = Pi/Pc (3.6)

Because the MRS is also equal to the ratio of the marginal utilities of consuming
F and C (from equation 3.5), it follows that

MUF/MUC = PF/PC

Chapter 3

or

MUr/PL = N[U(_‘/PC (3.7)

Equation (3.7) is an important result. It tells us that utility maximization is
achieved when the budget is allocated so that the marginal utility per dollar of
expenditure is the same for ench good. To see why this principle must hold, suppose
that a person gets more utility from spending an additional dollar on food than
on clothing. In this case, her utility will be increased by spending more on food.
As long as the marginal utility of spending an extra dollar on food exceeds the
marginal ufility of spending an extra dollar on clothing, she can increase her util-
ity by shifting her budget toward food and away from clothing. Eventually, the
rr{arginal utility of food will decrease (because there is diminishing marginal
utility in its consumption) and the marginal utility of clothing will increase (for
the same reason). Only when the consumer has satisfied the equal marginal

rinciple—i.e., has equalized the marginal utility per dollar of expenditure across all
goods—will she have maximized utility. The equal marginal principle is an
important concept in microeconomics. It will reappear in different forms
throughout our analysis of consumer and producer behavior.

En times of war and other crises, governments often impose price controls on
critical products. In 1974 and 1979, for example, the U.S. government
imposed price controls on gasoline. As a result, motorists wanted to buy more
gasoline than was available at controlled prices, and gasoline had to be
rationed. Nonprice rationing is an alternative way of dealing with shortages
that some people consider fairer than relying on uncontested market forces.
Under one form of rationing, everyone has an equal chance to purchase a
rationed good. Under a market system, those with higher incomes can outbid
those with lower incomes to obtain goods that are in scarce supply.

In the United States, gasoline was allocated by long lines at the gas pumps:
While those who were willing to give up their time waiting got the gas they
wanted, others did not. By guaranteeing every eligible person a minimum
amount of gasoline, rationing can provide some people with access to a prod-
uct that they could not otherwise afford. But rationing hurts others by limiting
the amount of gasoline that they can buy."

We can see this principle clearly in Figure 3.20, which applies to a woman
with an annual income of $20,000. The horizontal axis shows her annual con-
sumption of gasoline, the vertical axis her remaining income after purchasing
gasoline. Suppose the controlled gasoline price is $1 per gallon. Because her
income is $20,000, she is limited to the points on budget line AB, which has a
slope of —1. At $1 per gallon, she might wish to buy 5,000 gallons of gasoline
per year and spend $15,000 on other goods, represented by C. At this point, she
would have maximized her utility (by being on the highest possible indiffer-
ence curve U,), given her budget constraint of $20,000.

1w For a more extensive discussion of gasoline rationing, see H. E. Frech III and William C. Lee, “The
Welfare Cost of Rationing-by-Queuing Across Markets: Theory and Estimates from the U.S. Gasoline
Crises,” Quarterly Journal of Economics (1987): 97-108.
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In §1.1, we introduce the
Consumer Price Index as a
measure of the cost of a “typi-
cal” consumer’s entire mar-
ket basket. As such, changes
in the CPI also measure the
rate of inflation.
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When a good is rationed, less is available than consumers would like to buy.
Consumers may be worse off. Without gasoline rationing, up to 20,000 gallops of
gasoline are available for consumption (at point B). The consumer chooses point C
on indifference curve L, consuming 5,000 gallons of gasoline. However, with a limit
of 2,000 gallons of gasoline under rationing (at point E), the consumer moves to Don
the lower indifference curve L.

With rationing, however, our consumer can purchase only 2.’000 gallons of
gasoline. Thus, she now faces budget line ADE, a line that is no '1onger a
straight line because purchases above 2,000 gallons are not p0551ble: The figure
shows that her choice to consume at D involves a lower level of utility, L;, than
would be achieved without rationing, LI, because she is consuming less gaso-
line and more of other goods than she would otherwise prefer.

%0 M@

The Social Security system has been the subject of heated debate for some time
now. Under the present system, a retired person receives an annual benefit that
is initially determined at the time of retirement and is based on his or her work
history. The benefit then increases from year to year at a rate equal to the rate of
increase of the Consumer Price Index (CPI). The CPI is calculated each year by the
ULS. Bureau of Labor Statistics as the ratio of the present cost ofa typf'ml bundle of con-
sumer goods and services in comparison to the cost during a base period. Does the CPI
accurately reflect the cost of living for retirees? Is it appropriate to use the CPI
as we now do—as a cost-of-living index for other government programs, for
private union pensions, and for private wage agreements? The answers to these
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questions lie in the economic theory of consumer behavior. In this section, we
describe the theoretical underpinnings of cost indexes such as the CPI, using an
example that describes the hypothetical price changes that students and their
Parents might face.

ideal Cost-of-Living Index

Let's look at two sisters, Rachel and Sarah, whose preferences are identical.
When Sarah began her college education in 1990, her parents gave her a “discre-
tionary” budget of $500 per quarter. Sarah could spend the money on food,
which was available at a price of $2.00 per pound, and on books, which were
available at a price of $20 each. Sarah bought 100 pounds of food (at a cost of
6200) and 15 books (at a cost of $300). Ten years later, in 2000 when Rachel (who
had worked during the interim) is about to start college, her parents promise her
a budget that is equivalent in buying power to that of her older sister.
Unfortunately, prices in the college town have increased, with food now $2.20
per pound and books $100 each. By how much should the discretionary budget
be increased to make Rachel as well off in 2000 as her sister Sarah was in 19907
Table 3.3 summarizes the relevant data and Figure 3.21 provides the answer.

The initial budget constraint facing Sarah in 1990 is given by line /; in Figure
3.21; her utility-maximizing combination of food and books is at point A on
indifference curve U;. We can check that the cost of achieving this level of utility
is $500, as stated in the table:

$500 = 100 Ibs. of food X $2.00/1b. + 15 books X $20/book

As Figure 3.21 shows, for Rachel to achieve the same level of utility as Sarah
while facing the new higher prices, she requires a budget sufficient to purchase
the food-book consumption bundle given by point B on line I, (and tangent to
indifference curve Uy), where she chooses 300 lbs. of food and 6 books. Note that
in doing so, Rachel has taken into account the fact that the price of books has
increased relative to food. Therefore she has substituted toward food and away
from books.
The cost to Rachel of attaining the same level of utility as Sarah is given by

$1,260 = 300 Ibs. of food X $2.20/1b. + 6 books X $100/book

1990 (SARAH)

2000 (RACHEL)

Price of books $20/book $100/book
Number of books 15 6

Price of food $2.00/1b. $2.20/ib.
Pounds of food 100 300
Expenditure $500 $1,260

S——
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cost-of-living index Ratio of
the present cost of a typical
bundle of consumer goods
and services compared with
the cost during a base period.
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ideal cost-of-living index
Cost of attaining a given level
of utility at current prices rela-
tive to the cost of attaining the
same utility at base-year
prices.

Laspeyres price index
Amount of money at current-
year prices that an individual
requires to purchase a bundle
of goods and services chosen
in a base year divided by the
cost of purchasing the same
bundle at base-year prices.
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The Laspeyres price index, which represents the cost of buying bundle A at current

prices relative to the cost of bundle A at base-year prices, overstates the ideal cost-of-

living index.

The ideal cost-of-living adjustment for Rachel is therefore 5760 (which is 51,260
minus the $500 that was given to Sarah). The ideal cost-of-living index is

$1,260/%500 = 2.52

Like the CPI, our index needs a base year, which we will set at 1990 = 100, so
that the value of the index in 2000 is 252. A value of 252 implies a 152 percent
increase in the cost of living, whereas a value of 100 would imply that the cost of
living has not changed. This ideal cost-of-living index represents tle cost of
attaining a given level of utility at current (2000) prices relative to the cost of attaining
the same wutility at base (1990) prices.

Laspeyres Index

Unfortunately, such an ideal cost-of-living index would entail large amounts of
information. We would need to know individual preferences (which vary across
the population) as well as prices and expenditures. Actual price indexes are
therefore based on consumer purchases, not preferences. A price index, such as
the CPI, which uses a fixed consumption bundle in the base period, is called.a
Laspeyres price index. The Laspeyres price index answers the question: What 15
the amount of money at current year prices that an individual requires to purchase the
bundle of goods and services that was choseit in the base year divided by the cost of pur-
chasing the same bundle at base-year prices?

Calculating a Laspeyres cost-of-living index for Rachel is a straightforward

process. Buying 100 pounds of food and 15 books in 2000 would require an
expenditure of $1,720 (100 x $2.20 + 15 X 5100). This expenditure allows
Rachel to choose bundle A on budget line I; (or any other bundle on that line).
Line /5 was constructed by shifting line [, outward until it intersected point A.
Note that I5 is the budget line that allows Rachel to purchase, at current 2000
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rices, the same consumption bundle that her sister purchased in 1990. To com-
pensate Rachel for the increased cost of living, we must increase her discre-
Eonar}" budget by $1,220. Using 100 as the base in 1990, the Laspeyres index is
therefore

100 x $1,720/5500 = 344

Compvparing the Ideal Cost-of-Living and Laspeyres Indexes In
our example, the Laspeyres price index is clearly much higher than the ideal

rice index. Does a Laspeyres index always overstate the true cost-of-living
index? The answer is yes, as you can see from Figure 3.21. Suppose that Rachel
was given the budget associated with line I3 during the base year of 1990. She
could choose bundle A, but clearly she could achieve a higher level of utility if
she purchased more food and fewer books (by moving to the right on line I5).
Because A and B generate equal utility, it follows that Rachel is better off receiv-
ing a Laspeyres cost-of-living adjustment rather than an ideal adjustment. The
Laspeyres index overcompensates Rachel for the higher cost of living, and the
Laspeyres cost-of-living index is, therefore, greater than the ideal cost-of-living
index. This result holds generally and applies to the CPI in particular. Why?
Because the Laspeyres price index assuimnes that consumers do not alter their consump-
tion patterns as prices change. By changing consumption, however—increasing
purchases of items that have become relatively cheaper and decreasing pur-
chases of relatively more expensive items—consumers can achieve the same
level of utility without having to consume the same bundle of goods that they
did before the price change.

Economic theory shows us that the Laspeyres cost-of-living index overstates
the amount needed to compensate individuals for price increases. With respect
to Social Security and other government programs, this means that using the CPI
to adjust retirement benefits will tend to overcompensate most recipients and will thus
require greater government expenditure. This is why the U.S. government has
changed the construction of the CPI, switching from a Laspeyres price index to a
more complex price index that reflects changing consumption patterns.

Paasche Index

Another commonly used cost-of-living index is the Paasche index. Unlike the
Laspeyres index, which focuses on the cost of buying a base-year bundle, the
Paasche index focuses on the cost of buying the current year’s bundle. In particu-
lar, the Paasche index answers another question: What is the amount of money at
current year prices that an individual requires to purchase the current bundle of goods
and services divided by the cost of purchasing the same bundle in the base year?

Comparing the Laspeyres and Paasche Indexes It is helpful to com-
d the Paasche cost-of-living indexes.

B Laspeyres index: The amount of money at current-year prices that an individ-
ual requires to purchase the bundle of goods and services that was chosern ii

the base year divided by the cost of purchasing the same bundle at base-year
prices.
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Paasche index Amount of
money at current-year prices
that an individual requires to
purchase a current bundle of
goods and services divided by
the cost of purchasing the
same bundle in a base year.
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fixed-weight index Cost-of-
living index in which the
quantities of goods and ser-
vices remain unchanged.

chain-weighted price index
Cost-of-living index that
accounts for changes in quan-
tities of goods and services.
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8 Paasche index: The amount of money at current-year prices that an individ-
ual requires to purchase the bundle of goods and services chosen in the current
year divided by the cost of purchasing the same bundle in the base year.

Both the Laspeyres (LI) and Paasche (PI) indexes are fixed-weight indexes:
The quantities of the various goods and services in each index remain
unchanged. For the Laspeyres index, however, the quantities remain unchanged
at base-year levels; for the Paasche they remain unchanged at current-year levels,
Suppose generally that there are two goods, food (F) and clothing (C). Let:

Py, and P, be current-year prices

Py, and P, be base-vear prices

F,and C, be current-year quantities

F, and C, be base-year quantities

We can write the two indexes as:

LI = Py Fy + PeCy
P, Fy + BouGy
PI _ PFfFf + PCfC[
Py Fy + PoCy

Just as the Laspeyres index will overstate the ideal cost of living, the Paasche
will understate it because it assumes that the individual will buy the current
year bundle in the base period. In actuality, facing base year prices, consumers
would have been able to achieve the same level of utility at a lower cost by
changing their consumption bundles. Because the Paasche index is a ratio of the
cost of buying the current bundle divided by the cost of buying a base-year bun-
dle, overstating the cost of the base-year bundle (the denominator in the ratio)
will cause the index itself to be overstated.

To illustrate the Laspeyres-Paasche comparison, let’s return to our earlier
example and focus on Sarah'’s choices of books and food. For Sarah (who went
to college in 1990), the cost of buying the base-year bundle of books and food
at current-year prices is $1,720 (100 lbs. X $2.20/Ib. + 15 books X $100/book).
The cost of buying the same bundle at base-year prices is $500 (100 lbs X $2/1Ib. +
15 books X $20/book). The Laspeyres price index, LI, is therefore
100 X $1,720/$500 = 344, as reported previously. Likewise, the cost of buving
the current-year bundle at current-year prices is $1,260 (300 Ibs. X $2.20/1b. +
6 books X $100/book). The cost of buying the same bundle at base-year prices is
$720 (300 Ibs X $2/1b. + 6 books X $20/book). Consequently, the Paasche price
index, PI, is 100 X $1,260/%720 = 175. As expected, the Paasche index is lower
than the Laspeyres index.

Chain-Weighted Indexes

Neither the Laspeyres nor the Paasche index provides a perfect cost-of-living
index, and the informational needs for the ideal index are too great. What is the
best solution in practice? The U.S. government’s most recent answer to this diffi-
cult question came in 1995, when it adopted the use of a chain-weighted price
index to deflate its measure of gross domestic product (GDP) and thereby obtain
an estimate of real GDP. Chain weighting was introduced to overcome problems
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that arose when long-term comparisons of real GDP were made using fixed-
weight price mde\es (such as Paasche and Laspeyres) and prices were 1ap1d1v
changing.

Economists have known for vears that Laspevres cost-of-living indexes over-
state inflation. However, it was not until the energy price shocks of the 1970s,
the more recent fluctuations in food prices, and the concern surrounding
federal deficits that dissatisfaction with the Laspeyres index grew. It has
been estimated, for example, that a failure to account for changes in computer-
buying patterns in response to sharp decreases in computer prices has in recent
years Laused the CPI to overstate the cost of living substantially. As a result,
the U.S. Bureau of Labor Statistics has been worl\mo to make improvements to
the CPL"

n recent years, there has been growing public concern about the solvency of

the Social Security system. At issue is the fact that retirement benefits are
linked to the Consumer Price Index. Because the CPI is a Laspeyres index and
can thus overstate the cost of living substantially, Congress has asked several
economists to look into the matter.

A commission chaired by Stanford University professor Michael Boskin
concluded that the CPI overstated inflation by approximately 1.1 percentage
points—a significant amount given the relatively low rate of inflation in the
United States in recent years.'” According to the commission, approximately 0.4
percentage points of the 1.1-percentage-point bias was due to the failure of the
Laspeyres price index to account for changes in the mix of consumption of the
products in the base-year bundle. The remainder of the bias was due to the fail-
ure of the index to account for the growth of discount stores (approximately 0.1
percentage points), for improvements in the quality of existing products, and,
most significantly, for the introduction of new products (0.6 percentage points).

If the bias in the CPI were to be eliminated, in whole or in part, the cost of a
number of federal programs would decrease substantially (as would, of course,
the corresponding benefits to eligible recipients in the programs). In addition to
Social Security, affected programs include federal retirernent programs (for rail-
road employees and military veterans), Supplemental Security Income (incore
support for the poor), food stamps, and child nutrition. According to one study,
a 1-percentage-point reduction in the CPI would increase national savings and
thereby reduce the national debt by approximately $95 billion per year in year
2000 dollars. "

" Planned changes to the CPI are described by the Bureau of Labor Statistics in “(,onsumer P11Le

Indexes: Overview of the 1998 revision of the (.onsumer PrlLe Inde\ (at
and i
’ni'

\Il(.hae[] Boskin, Ellen R. Dulberger, Robert ]. Gordon, Zvi Griliches, and Dale W. Jorgenson, “The

CPI Commission: Findings and Regommendatlons American Economic Review 87, No. 2 (May 1997):
/8 93. i

\hnhqel F Brvan and Jagadeesh Gokhale, “The Comumer Price Index and National Savings,”
Economnic Commu:mn/ (October 15, 1995) at hit V3 i/ The data have been
adjusted upward using the GDP deflator.
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The effect of any CPI adjustments will not be restricted to the expenditure
side of the federal budget. Because personal income tax brackets are inflation-
adjusted, a CPI adjustment decreasing the rate of measured price increase
would recessitate a smaller upper adjustment in tax brackets and, conse-
quently, would increase federal tax revenues.
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The theory of consumer choice rests on the assumption
that people behave rationally in an attempt to maxi-
mize the satisfaction that they can obtain by purchas-
ing a particular combination of goods and services.
Consumer choice has two related parts: the study of
the consumer’s preferences and the analysis of the
budget line that constrains the choices that a person
can make.

Consumers make choices by comparing market
baskets or bundles of commodities. Preferences are
assumed to be complete (they can compare all possi-
ble market baskets) and transitive (if they prefer bas-
ket A to B, and B to C, then they prefer A to C). In
addition, economists assume that more of each good
is always preferred to less.

Indifference curves, which represent all combinations
of goods and services that give the same level of satis-
faction, are downward-sloping and cannot intersect
one another.

Consumer preferences can be completely described
by a set of indifference curves known as an indiffer-
ence map. An indifference map provides an ordinal
ranking of all choices that the consumer might make.
The marginal rate of substitution (MRS) of F for C is
the maximum amount of C that a person is willing to
give up to obtain 1 additional unit of F. The MRS
diminishes as we move down along an indifference
curve. When there is a diminishing MRS, preferences
are convex.

Budget lines represent all combinations of goods for
which consumers expend all their income. Budget
lines shift outward in response to an increase in con-
sumer income. When the price of one good (on the
horizontal axis) changes while income and the price
of the other good do not, budget lines pivot and rotate
about a fixed point (on the vertical axis).

Consumers maximize satisfaction subject to budget
constraints. When a consumer maximizes satisfaction
by consuming some of each of two goods, the mar-
ginal rate of substitution is equal to the ratio of the
prices of the two goods being purchased.
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11

12,

Maximization is sometimes achieved at a corner solu-
tion in which one good is not consumed. In such
cases, the marginal rate of substitution need not equal
the ratio of the prices.

The theory of revealed preference shows how the
choices that individuals make when prices and income
vary can be used to determine their preferences. When
an individual chooses basket A even though she could
afford B, we know that A is preferred to B.

The theory of the consumer can be presented by
two different approaches. The indifference curve
approach uses the ordinal properties of utility (that is,
it allows for the ranking of alternatives). The utility
function approach obtains a utility function by attach-
ing a number to each market basket; if basket A is pre-
ferred to basket B, A generates more utility than B.
When risky choices are analyzed or when comparisons
must be made among individuals, the cardinal proper-
ties of the utility function can be important. Usually the
utility function will show diminishing marginal utility:
As more and more of a good is consumed, the con-
sumer obtains smaller and smaller increments of utility.
When the utility function approach is used and both
goods are consumed, utility maximization occurs
when the ratio of the marginal utilities of the two
goods (which is the marginal rate of substitution) is
equal to the ratio of the prices.

An ideal cost-of-living index measures the cost of
buying, at current prices, a bundle of goods that gen-
erates the same level of utility as was provided by the
bundle of goods consumned at base-year prices. The
Laspevres price index, however, represents the cost of
buying the bundle of goods chosen in the base year at
current prices relative to the cost of buying the same
bundle at base-year prices. The CPI, like all Laspeyres
price indexes, overstates the ideal cost-of-living
index. By contrast, the Paasche index measures the
cost at current-vear prices of buying a bundle of
goods chosen in the current year divided by the cost
of buying the same bundle at base-year prices. It thus
understates the ideal cost-of-living index.
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What does transitivity of preferences mean?

Suppose that a set of indifference curves was not neg-
atively sloped. What could you say about the desir-
ability of the two goods?

Explain why two indifference curves cannot intersect.
Draw a set of indifference curves for which the mar-
ginal rate of substitution (MRS) is constant. Draw two
budget lines with different slopes; show what the sat-
isfaction-maximizing choice will be in each case.
What conclusions can vou draw?

Explain why a MRS between two goods must equal
the ratio of the price of the goods for the consumer to
acliieve maximum satisfaction.

Explain why consumers are likely to be worse off
when a product that they consume is rationed.

Upon merging with the West German economy,
East German consumers indicated a preference for
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Mercedes-Benz automobiles over Volkswagens.
However, when they converted their savings into
deutsche marks, they flocked to Volkswagen dealer-
ships. How can vou explain this apparent paradox?
Describe the equal marginal principle. Explain why this
principle may not hold if increasing marginal utility is
associated with the consumption of one or both goods.
What is the difference between ordinal utility and car-
dinal utility? Explain why the assumption of cardinal
utility is not needed in order to rank consumer
choices.

The price of computers has fallen substantially over
the past two decades. Use this drop in price to explain
why the Consumer Price Index is likely to overstate
substantially the cost-of-living index for individuals
who use computers intensively.

1. In this chapter, consumer preferences for various

commodities did not change during the analysis. Yet

in some situations, preferences do change as con-

sumption occurs. Discuss why and how preferences
might change over time with consumption of these
two commodities:

a. cigarettes

b. dinner for the first time at a restaurant with a spe-
cial cuisine.

Draw the indifference curves for the following indi-

viduals’ preferences for two goods: hamburgers and

beer.

a. Al likes beer but can live without hamburgers. He
always prefers more beer no matter how many
hamburgers he has. )

b. Betty is indifferent between bundles of either three
beers or two hamburgers. Her preferences do not
change as she consumes any more of either food.

¢. Chris eats one hamburger and washes it down with
one beer. He will not consume an additional unit of
one item without an additional unit of the other,

d. Doreen loves beer but is allergic to beef. Every time
she eats a hamburger she breaks out in hives,

The price of tapes is 510 and the price of CDs is 515.

Philip has a budget of $100 and has already pur-

chased 3 tapes. He thus has 570 more to spend on

additional tapes and CDs. Draw his budget line. If his
remaining expenditure is made on 1 tape and 4 CDs,
show Philip’s consumption choice on the budget line.

Debra usually buys a soft drink when she goes to a

movie theater, where she has a choice of three sizes.

The 8-ounce drink costs 51.50, the 12-ounce drink,

52.00, and the 16-ounce drink, $2.25. Describe the

budget constraint that Debra faces when deciding

how many ounces of the drink to purchase. (Assume

Debra can costlessly dispose of any of the soft drink

that she does not want)

Suppose Bill views butter and margarine as perfectly

substitutable for each other.

a. Draw a set of indifference curves that describes
Bill's preferences for butter and margarine.

b. Are these indifference curves convex? Why?

c. If butter costs $2 per package and margarine only
1, and if Bill has a 520 budget to spend for the
month, which butter-margarine market basket
will he choose? Can vou show vour answer
graphically?

Suppose Jones and Smith have decided to allocate

51,000 per vear to liquid refreshment in the form of

alcoholic or nonalcoholic drinks. Jones and Smith differ

substantially in their preferences for these two forms of
refreshment. Jones prefers alcoholic to nonalcoholic
drinks, while Smith prefers the nonalcoholic option.

a. Draw a set of indifference curves for Jones and a
second set for Smith.

b. Using the concept of marginal rate of substitution,
explain why the two sets of curves are different
from each other.
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¢. If both Smith and Jones pay the same prices for
their refreshments, will their marginal rates of sub-
stitution of alcoholic for nonalcoholic drinks be the
same or different? Explain.
Consumers in Georgia pay twice as much for avoca-
dos as they do for peaches. However, avocados and
peaches are equally priced in California. If consumers
in both states maximize utility, will the marginal rates
of substitution of peaches for avocados be the same for
consumers in both states? If not, which will be higher?
Anne is a frequent flver whose fares are reduced
(through coupon giveaways) by 25 percent after she
flies 25,000 miles a year and then by 30 percent after
she flies 50,000 miles. Can you graph the budget line
that Anne faces in making her flight plans for the year?
Antonio buys 8 new college textbooks during his first
year at school at a cost of $50 each. Used books cost
only 530 each. When the bookstore announces that
there will be a 20-percent price increase in new texts
and a 10-percent increase in used texts for the coming
vear, Antonio’s father offers him $80 extra. Is Antonio
better off or worse off after the price change?
Suppose that Samantha and Jason both spend $24 per
week on video and movie entertainment. When the
prices of videos and movies are both $4, they each
rent 3 videos and buy 3 movie tickets. Following a
video price war and an increase in the cost of movie
tickets, the price of videos falls to $2 while the price
of movie tickets increases to $6. Samantha now rents
6 videos and buys 2 movie tickets; Jason, however,
buys 1 movie ticket and rents 9 videos.
a. Is Samantha better off or worse off after the price
change?
b. Is Jason better off or worse off?
Connie allocates $200 of her monthly food budget
between two goods: meat and potatoes.
a. Suppose meat costs $4 per pound and potatoes $2
per pound. Draw Connie’s budget constraint.
b. Suppose also that her utility function is given by
the equation u(M,P) = 2M + P. What combina-
tion of meat and potatoes should she buy to maxi-
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mize her utility? (Hint: Meat and potatoes are
perfect substitutes.)
Connie's supermarket is running a special prome.

e

tion: If she buys 20 pounds of potatoes (at $2 per -

pound), she gets the next 10 pounds for free. Thig

offer applies only to the first 20 pounds she buys,

All potatoes in excess of the first 20 pounds

(excluding bonus potatoes) are still $2 per pound,

Draw her budget constraint.

When an outbreak of potato rot raises the price of

potatoes to 54 per pound, the supermarket ends its

promotion. What does Connie’s budget constraint
look like now? What combination of meat and
potatoes will maximize her utility?

The utility that Jane receives by consuming food F

and clothing C is given by u(F,C) = FC.

a. Draw the indifference curve associated with a util-
ity level of 12 and the indifference curve associated
with a utility level of 24. Are the indifference
curves convex?

b. Suppose that food costs $1 a unit and clothing $3 a

o

unit. Jane has $12 to spend on food and clothing,

Graph the budget line that she faces.
c. What is the utility-maximizing choice of food and
clothing? (Hint: Solve the problem graphically.)
What is the marginal rate of substitution of food
for clothing when utility is maximized?
Suppose that Jane buys 3 units of food and 3 units
of clothing with her $§12 budget. Would her mar-
ginal rate of substitution of food for clothing be
greater or less than 1/3? Explain.
The utility that Meredith receives by consuming food
F and clothing C is given by u(F,C) = FC. Suppose
that her income in 1990 is $1,200 and that the prices of
food and clothing are $1 per unit of each. By the vear
2000, however, the price of food has increased to $2
and clothing to $3. Let 100 represent the cost-of-living
index for 1990. Calculate both the ideal and the
Laspevres cost-of-living index for Meredith for 2000.
(Hint: Meredith will spend equal amounts on food
and clothing.)

2
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~ hapter 3 laid the foundation for the theory of consumer
v demand. We discussed the nature of consumers’ prefer-
ences and saw how, given budget constraints, consumers
choose market baskets that maximize utilitv. From here it's a
short step to analyzing demand itself and showing how the
demand for a good depends on its price, the prices of other
goods, and income.
Our analysis of demand proceeds in six steps:

1. We begin by deriving the demand curve for an individual
consumer. Because we know how changes in price and
income affect a person’s budget line, we can determine
how they affect consumption choice. We will use this
information to see how the quantity of a good demanded
varies in response to price changes as we move along an
individual’s demand curve. We will also see how this
demand curve shifts in response to changes in the individ-
ual’s income.

With this foundation, we will examine the effect of a price
change in more detail. When the price of a good goes up,
individual demand for it can change in two ways. First,
because it has now become more expensive relative to
other goods, consumers will buy less of it and more of
other goods. Second, the higher price reduces the con-
sumer’s purchasing power. This reduction is just like a
reduction in income and will lead to a reduction in the
consumer’s demand. By analyzing these two distinct effects,
we will better understand the characteristics of demand.

Next, we will see how individual demand curves can be
aggregated to determine the market demand curve. We
will also study the characteristics of market demand and
see why the demands for some kinds of goods differ con-
siderably from the demands for others.

We will go on to show how market demand curves can be
used to measure the benefits that people receive when
they consume products, above and beyond the expendi-
tures they make. This information will be especially
important later, when we study the effects of government
intervention in a market.

We then describe the effects of nefwork externalities—i.e.,
what happens when a person’s demand for a good also
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In §3.3, we explain how con-
sumers choose the market
basket on the highest indiffer-
ence curve that touches the
consumer s budget line.

In §3.2, we explain how the
budget line shifts in response
to a price change.

price-consumption curve
Curve tracing the utility-
maximizing combinations of
two goods as the price of one
changes.
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depends on the demands of other people. These effects play a crucial role in
the demands for many high-tech products, such as computer hardware and
software, and telecommunications systems.

6. Finally, we will briefly describe some of the methods that economists use to
obtain empirical information about demand.

This section shows how the demand curve of an individual consumer follows
from the consumption choices that a person makes when faced with a budget
constraint. To illustrate these concepts graphically, we will limit the available
goods to food and clothing and will rely on the utility-maximization approach
described in Section 3.3.

Price Changes

We begin by examining ways in which the consumption of food and clothing
changes when the price of food changes. Figure 4.1 shows the consumption
choices that a person will make when allocating a fixed amount of income
between the two goods.

Initially, the price of food is $1, the price of clothing $2, and the consumer’s
income $20. The utility-maximizing consumption choice is at point B in Figure
4.1(a). Here, the consumer buys 12 units of food and 4 units of clothing, thus
achieving the level of utility associated with indifference curve U,.

Now look at Figure 4.1(b), which shows the relationship between the price of
food and the quantity demanded. The horizontal axis measures the quantity of
food consumed, as in Figure 4.1(a), but the vertical axis now measures the price
of food. Point G in Figure 4.1(b) corresponds to point B in Figure 4.1(a). At G, the
price of food is $1, and the consumer purchases 12 units of food.

Suppose the price of food increases to $2. As we saw in Chapter 3, the budget
line in Figure 4.1(a) rotates inward about the vertical intercept, becoming twice
as steep as before. The higher relative price of food has increased the magnitude
of the slope of the budget line. The consumer now achieves maximum utility at
A, which is found on a lower indifference curve, U,. (Because the price of food
has risen, the consumer’s purchasing power—and thus attainable utility—has
fallen.) At A, the consumer chooses 4 units of food and 6 units of clothing. In
Figure 4.1(b), this modified consumption choice is at E, which shows that at a
price of $2, 4 units of food are demanded.

Finally, what will happen if the price of food decreases to 50 cents? Because the
budget line now rotates outward, the consumer can achieve the higher level of
utility associated with indifference curve U; in Figure 4.1(a) by selecting D, with
20 units of food and 5 units of clothing. Point H in Figure 4.1(b) shows the price
of 50 cents and the quantity demanded of 20 units of food.

The Individual Demand Curve

We can go on to include all possible changes in the price of food. In Figure 4.1(a),
the price-consumption curve traces the utility-maximizing combinations of
food and clothing associated with every possible price of food. Note that as the
price of food falls, attainable utility increases and the consumer buys more food.
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A reduction in the price of food, with income and the price of clothing fixed, causes
this consumer to choose a different market basket. In (a), the baskets that maximize
utility for various prices of food (point A, $2; B, $1; D, $0.50) trace out the price-
consumption curve. Part (b) gives the demand curve, which relates the price of
food to the quantity demanded. (Points E, G, and H correspond to points A, B, and
D, respectively.)

This pattern of increasing consumption of a good in response to a decrease in
price almost always holds. But what happens to the consumption of clothing as
the price of food falls? As Figure 4.1(a) shows, the consumption of clothing may
either increase or decrease. Both food and clothing consumption can increase
because the decrease in the price of food has increased the consumer’s ability to
purchase both goods.

An individual demand curve relates the quantity of a good that a single con-
sumer will buy to the price of that good. In Figure 4.1(b), the individual demand
curve relates the quantity of food that the consumer will buy to the price of food.
This demand curve has two important properties.

Individual and Market Demand 153

individual demand curve
Curve relating the quantity of
a good that a single consumer
will buy to its price.
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In §3.1, we introduce the mar-
ginal rate of substitution as a
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amount of one good that the
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1. The level of utility that can be attained changes as we move along the curve,
The lower the price of the product, the higher its level of utility. Note from
Figure 4.1(a) that a higher indifference curve is reached as the price falls,
Again, this result simply reflects the fact that as the price of a product falls,
the consumer’s purchasing power increases.

2. At every point on the demand curve, the consumer is maximizing utility by
satisfying the condition that the marginal rate of substitution (MRS) of
food for clothing equals the ratio of the prices of food and clotiing. As the
price of food falls, the price ratio and the MRS also fall. In Figure 4.1, the
price ratio falls from 1 (52/%2) at E (because the curve U, is tangent to a
budget line with a slope of —1 at A) to 1/2 (51/52) at G, to 1/4 ($0.50/52) at H.
Because the consumer is maximizing utility, the MRS of food for clothing
decreases as we move down the demand curve. This phenomenon makes
intuitive sense because it tells us that the relative value of food falls as the
consumer buys more of it.

The fact that the MRS varies along the individual’s demand curve tells us some-
thing about how consumers value the consumnption of a good or service. Suppose
we were to ask a consumer how much she would be willing to pay for an additional
unit of food when she is currently consuming 4 units. Point E on the demand curve
in Figure 4.1(b) provides the answer: $2. Why? As we pointed out above, because
the MRS of food for clothing is 1 at E, one additional unit of food is worth one addi-
tional unit of clothing. But a unit of clothing costs 32, which is, therefore, the value
(or marginal benefit) obtained by consuming an additional unit of food. Thus, as we
move down the demand curve in Figure 4.1(b), the MRS falls. Likewise, the value
that the consumer places on an additional unit of food falls from $2 to $1 to $0.50.

Income Changes

We have seen what happens to the consumption of food and clothing when the
price of food changes. Now let’s see what happens when income changes.

The effects of a change in income can be analyzed in much the same wayv as a
price change. Figure 4.2(a) shows the consumption choices that a consumer will
make when allocating a fixed income to food and clothing when the price of
food is $1 and the price of clothing $2. As in Figure 4.1(a), the quantity of cloth-
ing is measured on the vertical axis and the quantity of food on the horizontal
axis. Income changes appear as changes in the budget line. Initially, the con-
sumer’s income is $10. The utility-maximizing consumption choice is then at A,
at which she buys 4 units of food and 3 units of clothing.

This choice of 4 units of food is also shown in Figure 4.2(b) as E on demand
curve D;. Demand curve D, is the curve that would be traced out if we held
income fixed at $10 but varied the price of food. Because we are holding the price of
food constant, we will observe only a single point E on this demand curve.

What happens if the consumer’s income is increased to $20? Her budget line
then shifts outward parallel to the original budget line, allowing her to attain the
utility level associated with indifference curve U,. Her optimal consumption
choice is now at B, where she buys 10 units of food and 5 units of clothing. In
Figure 4.2(b) her consumption of food is shown as G on demand curve D». D- is
the demand curve that would be traced out if we held income fixed at $20 but
varied the price of food. Finally, note that if her income increases to $30, she
chooses D, with a market basket containing 16 units of food (and 7 units of cloth-
ing), represented by H in Figure 4.2(b).
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An increase in incorne, with the prices of all goods fixed, causes consumers to alter
their choices of market basket. In part (a), the baskets that maximize consumer satis-
faction for various incomes (point A, $10; B, $20; D, $30) trace out the income-
consumption curve. The shift to the right of the demand curve in response to the
increases in income is shown in part (b). (Points E, G, and H correspond to points A,
B, and D, respectively.)

We could go on to include all possible changes in income. In Figure 4.2(a), the
income-consumption curve traces out the utility-maximizing combinations of
food and clothing associated with every income level. The income-consumption
curve in Figure 4.2 slopes upward because the consumption of both food and
clothing increases as income increases. Previously, we saw that a change in the
price of a good corresponds to a movement along a demand curve. Here, the situa-
tion is different. Because each demand curve is measured for a particular level of
income, any change in income must lead to a shift in the demand curve itself. Thus
A on the income-consumption curve in Figure 4.2(a) corresponds to E on
demand curve D, in Figure 4.2(b); B corresponds to G on a different demand
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income-consumption curve
Curve tracing the utility-
maximizing combinations of
two goods as a consumer’s
income changes.
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In §2.3, we explain that the
income elasticity of demand
is the percentage change in
the quantity demanded
resulting from a 1-percent
increase in income.

Engel curve Curve relating
the quantity of a good con-
sumed to income.

curve D,. The upward-sloping income-consumption curve implies that an
increase in income causes a shift to the right in the demand curve—in this case
from D, to D, to Ds.

Normal versus Inferior Goods

When the income-consumption curve has a positive slope, the quantity
demanded increases with income. As a result, the income elasticity of demand is
positive. The greater the shifts to the right of the demand curve, the larger the
income elasticity. In this case, the goods are described as normal: Consumers
want to buy more of them as their income increases.

In some cases, the quantity demanded falls as income increases; the income
elasticity of demand is negative. We then describe the good as inferior. The term
inferior simply means that consumption falls when income rises. Hamburger, for
example, is inferior for some people: As their income increases, they buy less
hamburger and more steak.

Figure 4.3 shows the income-consumption curve for an inferior good. For rel-
atively low levels of income, both hamburger and steak are normal goods. As
income rises, however, the income-consumption curve bends backward (from
point B to C). This shift occurs because hamburger has become an inferior
good—its consumption has fallen as income has increased.

Engel Curves

Income-consumption curves can be used to construct Engel curves, which relate
the quantity of a good consumed to an individual’s income. Figure 4.4 shows

15
Steak
(units per «— Income-Consumption
month) ! Curve

30 Hamburger
(units per month)

An increase in a person’s income can lead to less consumption of one of the two
goods being purchased. Here, hamburger, though a normal good between A and B,
becomes an inferior good when the income-consumption curve bends backward
between Band C.

Chapter 4  Individual and Market Demand

Income
(dollars per 35 L ”5,/’
month) o
Engel Curve
20 o
10 -
! | : !
0 4 8 12 16
Food (units
per month)
(a)
Income X
{dollars per sg |
month) Inferior
20
Normal
10 -
I !

0 5 10
Hamburger (units
per month)

Engel curves relate the quantity of a good consumed to income. In (a), food is a nor-
mal good and the Engel curve is upward sloping. In (b), however, hamburger is a
normal good for income less than $20 per month and an inferior good for income
greater than $20 per month.

how such curves are constructed for two different goods. Figure 4.4(a), which
shows an upward-sloping Engel curve, is derived directly from Figure 4.2(a). In
both figures, as the individual’s income increases from $10 to $20 to $30, her con-
sumption of food increases from 4 to 10 to 16 units. Recall that in Figure 4.2(a)
the vertical axis measured units of clothing consumed per month and the hori-
zontal axis units of food per month; changes in income were reflected as shifts in
the budget line. In Figures 4.4(a) and (b), we have replotted the data to put
income on the vertical axis while keeping food and hamburger on the horizontal.
~ The upward-sloping Engel curve in Figure 4.4(a)—like the upward-sloping
ncome-consumption curve in Figure 4.2(a)—applies to all normal goods. Note
that an Engel curve for clothing would have a similar shape (clothing consump-
tion increases from 3 to 5 to 7 units as income increases).
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Annual $80,000

Figure 4.4(b), derived from Figure 4.3, shows the Engel curve for hamburger.

We see that hamburger consumption increases from 5 to 10 units as income Income i
. - . . nc
increases from $10 to $20. As income increases further, from $20 to $30, con- 20,000
sumption falls to 8 units. The portion of the Engel curve that slopes downward o
is the income range in which hamburger is an inferior good. 60.000 -
50,000 +
240,000 v
he Engel curves we just examined apply to individual consumers. 30,000 L
However, we can also derive Engel curves for groups of consumers. This '
information is particularly useful if we want to see how consumer spending 20,000 -
varies among different income groups. Table 4.1 illustrates these spending pat-
terns for several items taken from a survey by the U.S. Bureau of Labor 10,000 1 ;
Statistics. Although the data are averaged over many households, they can be
interpreted as describing the expenditures of a typical family. 0o =00 1/600 1,‘:';00 2’(’)00 2,%00 3,600 3300 4’(‘)00 4,‘500 5/600

Note that the data relate expenditures on a particular item rather than the
quantity of the item to income. The first two items, entertainment and owned
dwellings, are consumption goods for which the income elasticity of demand is
high. Average family expenditures on entertainment increase almost eightfold
when we move from the lowest to highest income group. The same pattern
applies to the purchase of homes: There is a more than tenfold increase in
expenditures from the lowest to the highest category.

In contrast, expenditures on rental housing actually fall with income. This

Annual Expenditure

Entertainment === Rented Dwellings Health Care

Average per-capita expenditures on rented dwellings, health care, and entertain-

ment are plotted as functions of annual income. Health care and entertainment are
pattern reflects the fact that most higher-income individuals own rather than superior goods: Expenditures increase with income. Rental housing, however, is an

rent homes. Thus rental housing is an inferior good, at least for incomes above inferior good for incomes above $30,000.
$30,000 per year. Finally, note that health care, food, and clothing are consump-
tion items for which the income elasticities are positive, but not as high as for
entertainment or owner-occupied housing.

The data in Table 4.1 have been plotted in Figure 4.5 for rented dwellings,
health care, and entertainment. Observe in the three Engel curves that as

Income rises, expenditures on entertainment increase rapidly while expendi-

tures on rental housing increase when income is low, but decrease once income
exceeds $30,000.

Substitutes and Complements

The demand curves that we graphed in Chapter 2 showed the relationship
between the price of a good and the quantity demanded, with preferences,

income, and the prices of all other goods lield constant. For many goods,
INCOME GROUP (1997 8) demand is related to the consumption and prices of other goods. Baseball bats
and baseballs, hot dogs and mustard, and computer hardware and software are
ngUEX;‘IDITUHES LES;; ;Z]AN 1:]&05:0_ 25'000_ 30,000~ 40'0000— 50,000~ Nl77 Uﬁg%‘/f all examples of goods that tend to be used together. Other goods, such as cola
: ! ’ 5,000 33,000 49,00 69,000 A and diet cola, owner-occupied houses and rental apartiments, movie tickets and
Entertainment 700 947 1974 1514 2 054 9 654 4,300 videocassette rentals, tend to substitute for one another.
Owned dweli . . : : - Recall from Section 2.4 that two goods are substitutes if an increase in the price
wned awellings 1,116 1,125 2,253 3,243 4,454 5,793 9,898 of ore leads to an increase in the quantity demanded of the other. If the price of a
Rented dwellings 1,957 2,170 2,371 2,536 2,137 1,540 1,266 movie ticket rises, we would expect individuals to rent more videos, because
Health care 1,031 1,697 1918 1,820 2052 2214 2642 movie tickets and videos are substitutes. Similarly, two goods are complenients if an
Food 26 Increase in the price of ore good leads to a decrease in the quantity demanded of
00 ,656 3,385 4,109 4,888 5,429 6,220 8,279 the other. If the price of gasoline goes up, causing gasoline consumption to fall,
Clothing 859 978 1,363 1,772 1,778 2,614 3,442 we would expect the consumption of motor oil to fall as well, because gasoline
Source: U.S. Department of Labor, Bureau of Labor Statistics, “Consumer Expenditure Survey: 1997.” and motor oil are used together, Two gOOdS are i”depe”de”f ifa Change in the

Price of one good has no effect on the quantity demanded of the other.
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One way to see whether two goods are complements or substitutes is to
examine the price-consumption curve. Look again at Figure 4.1. Note that in the
downward-sloping portion of the price-consumption curve, food and clothing
are substitutes: The lower price of food leads to a lower consumption of clothing
(perhaps because as food expenditures increase, less income is available to
spend on clothing). Similarly, food and clothing are complements in the
upward-sloping portion of the curve: The lower price of food leads to higher
clothing consumption (perhaps because the consumer eats more meals at restau-
rants and must be suitably dressed).

The fact that goods can be complements or substitutes suggests that when
studying the effects of price changes in one market, it may be important to look
at the consequences in related markets. (Interrelationships among markets are
discussed in more detail in Chapter 16.) Determining whether two goods are
complements, substitutes, or independent goods is ultimately an empirical ques-
tion. To answer the question, we need to look at the ways in which the demand
for the first good shifts (if at all) in response to a change in the price of the sec-
ond. This question is more difficult than it sounds because lots of things are
likely to be changing at the same time that the price of the first good changes. In
fact, Section 6 of this chapter is devoted to examining ways to distinguish empir-
ically among the many possible explanations for a change in the demand for the
second good. First, however, it will be useful to undertake a basic theoretical
exercise. In the next section, we delve into the ways in which a change in the
price of a good can affect consumer demand.

A fall in the price of a good has two effects:

1. Consumers will tend to buy more of the good that has become cheaper and
less of those goods that are now relatively nore expensive. This response to
the change in the relative prices of goods is called the substitution effect.

2. Because one of the goods is now cheaper, consumers enjoy an increase in
real purchasing power. They are better off because they can buy the same
amount of the good for less money and thus have money left over for addi-
tional purchases. The change in demand resulting from this change in real
purchasing power is called the income effect.

Normally, these two effects occur simultaneously, but it will be useful to distin-
guish between them for purposes of analysis. The specifics are illustrated in
Figure 4.6, where the initial budget line is RS and there are two goods, food and
clothing. Here, the consumer maximizes utility by choosing the market basket at
A, thereby obtaining the level of utility associated with the indifference curve U;.

Now, let’s see what happens if the price of food falls, causing the budget line to
rotate outward to line RT. The consumer now chooses the market basket at B on
indifference curve U,. Because market basket B was chosen even though market
basket A was feasible, we know (from our discussion of revealed preference in
Section 3.4) that B is preferred to A. Thus the reduction in the price of food
allows the consumer to increase her level of satisfaction—her purchasing power
has ircreased. The total change in the consumption of food caused by the lower
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A decrease in the price of food has an income effect and a substitution effect. The
consumer is initially at A on budget line RS. When the price of food falls, consump-
tion increases by F;F, as the consumer moves to B. The substitution effect FE (asso-
dlated with a inove from A to D) changes the relative prices of food and clothing but
keeps real income (satisfaction) constant. The income effect EF, (associated with a
move from D to B) keeps relative prices constant but increases purchasing power.
Food is a normal good because the income effect EF, is positive.

price is given by F;F,. Initially, the consumer purchased OF; units of food, but
after the price change, food consumption has increased to OF,. Line segment
F,F,, therefore, represents the increase in desired food purchases.

Substitution Effect

The drop in price has both a substitution effect and an income effect. The substi-
tution effect is the change in food consumption associated with a change in the price of
food, with the level of utility held constant. The substitution effect captures the
change in food consumption that occurs as a result of the price change that
makes food relatively cheaper than clothing. This substitution is marked by a
movement along an indifference curve. In Figure 4.6, the substitution effect can
be obtained by drawing a budget line which is parallel to the new budget line RT
(reflecting the lower relative price of food) but which is just tangent to the origi-
nal indifference curve U, (holding the level of satisfaction constant). The new,
lower imaginary budget line reflects the fact that nominal income was reduced
in order to accomplish our conceptual goal of isolating the substitution effect.
Given that budget line, the consumer chooses market basket D and consumes
OE units of food. The line segment F,F thus represents the substitution effect.
_Figure 4.6 makes it clear that when the price of food declines, the substitution
effect always leads to an increase in the quantity of food demanded. The expla-
nation lies in our fourth assumption about consumer preferences in Section

individual and Market Demand %7 %

substitution effect Change
in consumption of a good
associated with a change in its
price, with the level of utility
held constant. ’
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income effect Change in
consumption of a good result-
ing from an increase in pur-
chasing power, with relative
price held constant.
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3.1—namely, that preferences are convex. Thus, with the convex indifference
curves shown in the figure, the point that maximizes satisfaction on the new
budget line RT must lie below and to the right of the original point of tangency.

Income Effect

Now consider the income effect: the cliange in food consuniption brought about by
the increase in purchasing power, with the price of food leld constant. In Figure 4.6, the
income effect can be seen by moving from the imaginary budget line that passes
through point D to the original budget line, RT, that passes through B. The con-
sumer chooses market basket B on indifference curve U, (because the lower
price of food has increased her level of utility). The increase in food consump-
tion from OE to OF, is the measure of the income effect, which is positive,
because food is a normal good (consumers will buy more of it as their incomes
increase). Because it reflects a movement from one indifference curve to another,
the income effect measures the change in the consumer’s purchasing power.

We have seen that the total effect of a change in price is given theoretically by
the sum of the substitution effect and the income effect:

Total Effect (F,F,) = Substitution Effect (F\E) + Income Effect (EF,)
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The consumer is initially at A on budget line RS. With a decrease in the price of food,
the consumer moves to B. The resulting change in food purchased can be broken
down into a substitution effect F{E (associated with a move from A to D) and an
income effect EF, (associated with a move from D to B). In this case, food is an infe-
rior good because the income effect is negative. However, because the substitution
effect exceeds the income effect, the decrease in the price of food leads to an ircrease
in the quantity of food demanded.

Chapter 4

Recall that the direction of the substitution effect is always the same: A de;l'me in
price leads to an increase in consumption of the good. However, the 1ncom’e
effect can move demand in either direction, depending on whether the good is
normal or inferior. . . .

A good is inferior when the income effect is negAatl\:’e: As income rises, con-
sumption falls. Figure 4.7 shows income and SubStlFHthI’l effects for an inferior
s0od. The negative income effect is measured by line segment EF-. Even \/\.’lth
iouferior goods, the income effect is rarely large enough to ogtweigh the subst1.tu-
tion effect. As a result, when the price of an inferior good falls, its consumption
almost always increases.

A Special Case: The Giffen Good

Theoretically, the income effect may be large enough to cause the demand curve
for a good to slope upward. We call such a good a Giffen good, an.d Figure 4.8
shows its income and substitution effects. Initially, the consumer is at A, con-
suming relatively little clothing and much food. Now the price of food declines.
The decline in the price of food frees enough income so that the consumer
desires to buy more clothing and fewer units of food, as illustrated by 5.
Revealed preference tells us that the consumer is better off at B rather than A
even though less food is consumed. .

Though intriguing, the Giffen good is rarely of practice‘d interest because it
requires a large negative mcome effect. But the income effect is usually small:
Individually, most goods account for only a small part of a consumer’s budget.
Large income effects are often associated with normal rather than inferior goods
(e.g., total spending on food or housing).

Clothing,
(units per
month)

Food (units

= Substitution per month)

------ — Income Effect
< Total Effect

When food is an inferior good, and when the income effect is large enough to domi-
nate the substitution effect, the demand curve will be upward-sloping. The con-
sumer is initially at point A but, after the price of food falls, moves to B and con-
sumes less food. Because the income effect F,F; is larger than the substitution effect
EF,, the decrease in the price of food leads to a lower quantity of food demanded.
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Giffen good Good whose
demand curve slopes upward
because the (positive) income
effect is larger than the (nega-
tive) substitution effect.
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g n part to conserve energy and in part to raise revenues, the U.S. government

has often considered increasing the federal gasoline tax. In 1993, for example,
a modest 7 1/2-cent increase was enacted as part of a larger budget-reform
package. This increase was much less than the increase that would have been
hecessary to put U.S. gasoline prices on a par with those in Europe. Because an
important goal of higher gasoline taxes is to discourage gasoline consumption,
the government has also considered ways of passing the resulting income back
to consumers. One popular suggestion is a rebate program in which tax rev-
enues would be returned to households on an equal per capita basis. What
would be the effect of such a program?

Let’s begin by focusing on the effect of the program over a period of five
years. The relevant price elasticity of demand is about —0.5. Suppose that a
low-income consumer uses about 1200 gallons of gasoline per vear, that gaso-
line costs 31 per gallon, and that our consumer’s annual income is $9000.

Figure 4.9 shows the effect of the gasoline tax. (The graph has intentionally
been drawn not to scale so that the effects we are discussing can be seen more
clearly.) The original budget line is AB, and the consumer maximizes utility (on
indifference curve U,) by consuming the market basket at C, buying 1200 gallons
of gasoline and spending $7800 on other goods. If the tax is 50 cents per gallon,
price will increase by 50 percent, shifting the new budget line to AD.” (Recall
that when price changes and income stays fixed, the budget line rotates around
a pivotal point on the unchanged axis.) With a price elasticity of —0.5, con-
sumption will decline 25 percent, from 1200 to 900 gallons, as shown by the
utility-maximizing point E on indifference curve U; (for every 1l-percent
increase in the price of gasoline, quantity demanded drops by 1/2 percent).

The rebate program, however, partially counters this effect. Suppose
that because the tax revenue per person is about $450 (900 gallons times
50 cents per gallon), each consumer receives a $450 rebate. How does this
increased income affect gasoline consumption? The effect can be shown
graphically by shifting the budget line upward by $450, to line FJ, which
is parallel to AD. How much gasoline does our consumer buy now? In
Chapter 2, we saw that the income elasticity of demand for gasoline is ap-
proximately 0.3. Because $450 represents a 5-percent increase in income
($450/$9000 = 0.05), we would expect the rebate to increase consumption by
1.5 percent (0.3 times 5 percent) of 900 gallons, or 13.5 gallons. The new utility-
maximizing consumption choice at H reflects this expectation. (We omitted the
indifference curve that is tangent at H to simplify the diagram.) Despite the
rebate program, the tax would reduce gasoline consumption by 286.5 gallons,
from 1200 to 913.5. Because the income elasticity of demand for gasoline is rela-
tively low, the income effect of the rebate program is dominated by the substi-
tution effect, and the program with a rebate does indeed reduce consumption.

In order to put a real tax-rebate program into effect, a variety of practical
problems would need to be resolved. First, incoming tax receipts and rebate

! We saw in Chapter 2 that the price elasticity of demand for gasoline varied substantially from the
short run to the long run, ranging from —0.11 in the short run to —1.17 in the long run.

* To simplify the example, we have assuined that the entire tax is paid by consumers in the form of a
higher price. A broader analysis of tax shifting is presented in Chapter 9.
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A gasoline tax is imposed when the consumer is initially buying 1200 gallons of
gasoline at point C. After the tax takes effect, the budget line shl'fts from AB to AD
and the consumer maximizes his preferences by choosing E, with a gasoline con-
sumption of 900 gallons. However, when the proceeds of the tax are rebated‘to the
consumer, his consumption increases somewhat, to 913.5 gallons at H. Dgsplte the
rebate program, the consurner’s gasoline consumption has fallen, as has his level of
satisfaction.

expenditures would vary from year to vear, rr}aking 'it difﬁc.ult to plan the bud-
geting process. For example, the tax rebate of $450 in thfe first year of the pro-
gram is an increase in income. During the second year, it would lead to some
increase in gasoline consumption among the low-income consumers that we
are studyving. With increased consumption, however, the tax paid and thg
rebate received by this individual will increase in the second year. As a result, it
may be difficult to predict the size of the program budget. ‘ .

Figure 4.9 reveals that the gasoline tax program makes this par.'tlcglar low-
income consumer slightly worse off because H lies just below mdlff.erence
curve Ll,. Of course, some low-income consumers might actually benefit from
the prog_ram (if, for example, they consume less gasoline on average than the
group of consumers whose consumption determines the selected rebate).
Nevertheless, the substitution effect caused by the tax will make consumers, on
average, worse off. ‘

Why, then, introduce such a program? Those who support gasoline taxes
argue that they promote national security (by reducing dependence on f.OI‘EIng
oil) and encourage conservation, thus helping to slow global warming by
reducing the buildup of carbon dioxide in the atmosphere. We will further
examine the impact of a gasoline tax in Chapter 9.
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market demand curve Curve
relating the quantity of a good
that all consumers in a market
will buy to its price.
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4.3

So far, we have discussed the demand curve for an individual consumer. Now
we turn to the market demand curve. Recall from Chapter 2 that the market
demand curve shows how much of a good consumers overall are willing to buy
as its price changes. In this section, we show how market demand curves can be
derived as the sum of the individual demand curves of all consumers in a partic-
ular market.

From Individual to Market Demand

To keep things simple, let’s assume that only three consumers (A, B, and C) are
in the market for coffee. Table 4.2 tabulates several points on each consumer’s
demand curve. The market demand, column (5), is found by adding columns
(2), (3), and (4) to determine the total quantity demanded at every price. When
the price is 53, for example, the total quantity demanded is 2 + 6 + 10, or 18.

Figure 4.10 shows these same three consumers’ demand curves for coffee
(labeled D, Dy, and D). In the graph, the market demand curve is the horizoital
sunimation of the demands of each consumer. We sum horizontally to find the total
amount that the three consumers will demand at any given price. For example,
when the price is $4, the quantity demanded by the market (11 units) is the sum
of the quantity demanded by A (no units), by B (4 units), and by C (7 units).
Because all the individual demand curves slope downward, the market demand
curve will also slope downward. However, the market demand curve need not
be a straight line, even though each of the individual demand curves is. In
Figure 4.10, for example, the market demand curve is kinked because one con-
sumer makes no purchases at prices that the other consumers find inviting
(those above $4).

Two points should be noted as a result of this analysis:

1. The market demand curve will shift to the right as more consumers enter the
market.

2. Factors that influence the demands of many consumers will also affect mar-
ket demand. Suppose, for example, that most consuiners in a particular mar-
ket earn more income and, as a result, increase their demands for coffee.
Because eaclh conswmer’s demand curve shifts to the right, so will the mar-
ket demand curve.

(1) 2) (3) (4) (5)
PRICE  INDIVIDUAL A INDIVIDUAL B INDIVIDUAL € MARKET

($) (UNITS) (UNITS) (UNITS) (UNITS)

1 6 10 16 32

2 4 8 13 25

3 2 6 10 18

4 0 4 7 11

5 0 2 4 6 |
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The market demand curve is obtained by summing the consumers’ demand curves
D, D3, and Dc. At each price, the quantity of coffee demanded by the market is the
sum of the quantity demanded by each consumer. At a price of $4, for example, the
quantity demanded by the market (11 units) is the sum of the quantity demanded by
A (no units), B (4 units), and C (7 units).

The aggregation of individual demands into market demands is not just a the-
oretical exercise. It becomes important in practice when market demands are
built up from the demands of different demographic groups or from consumers
located in different areas. For example, we might obtain information about the
demand for home computers by adding independently obtained information
about the demands of the following groups:

B8 Households with children

B Households without children

B Single individuals

Or we might determine U.S. wheat demand by aggregating domestic demand

(ie, by U.S. consumers) and export demand (i.e., by foreign consumers), as we
will see in Example 4.3.

Elasticity of Demand

Recall from Section 2.3 that the price elasticity of demand measures the percent-
age change in the quantity demanded resulting from a 1-percent change in price.
Denoting the quantity of a good by Q and its price by P, the price elasticity of

demand is
_ 2009 _(y(40) w
TOAP/P \Q/\AP '

(Here, because A means “a change in” AQ/Q is the percentage change in Q.)
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In §2.3, we discuss how the
price elasticity of demand
describes the responsiveness of
consumer demands to changes
in price
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isoelastic demand curve
Demand curve with a constant
price elasticity.

In §2.3, we show that when
the demand curve is linear,
demand becomes more elastic
as the price of the product
increases.
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< When demand is inelastic (i.e., Ep is less than 1 in magni-
tude), the quantity demanded is relatively unresponsive to changes in price. As
a result, total expenditure on the product increases when the price increases,
Suppose, for example, that a family currently uses 1000 gallons of gasoline a
vear when the price is $1 per gallon; suppose also that our family’s price elastic-
ity of demand for gasoline is —0.5. If the price of gasoline increases to $1.10 (a
10-percent increase), the consumption of gasoline falls to 950 gallons (a 5-percent
decrease). Total expenditure on gasoline, however, will increase from $1000
(1000 gallons X $1 per gallon) to $1045 (950 gallons X $1.10 per gallon).

Elastic Demand In contrast, when demand is elastic (E; is greater than 1 in
magnitude), total expenditure on the product decreases as the price goes up.
Suppose that a family buys 100 pounds of chicken per vear, at a price of $2 per
pound; the price elasticity of demand for chicken is —1.5. If the price of chicken
increases to 52.20 (a 10-percent increase), our family’s consumption of chicken
falls to 85 pounds a year (a 15-percent decrease). Total expenditure on chicken
will also fall, from $200 (100 pounds X $2 per pound) to $187 (85 pounds X 52.20
per pound).

Iscelastic Demand When the price elasticity of demand is constant all along
the demand curve, we say that the curve is isoelastic. Figure 4.11 shows an iso-
elastic demand curve. Note how this demand curve is bowed inward. In con-
trast, recall from Section 2.3 what happens to the price elasticity of demand as
we move along a linear demand curve. Although the slope of the linear curve is
constant, the price elasticity of demand is not. It is zero when the price is zero,
and it increases in magnitude until it becomes infinite when the price is suffi-
ciently high for the quantity demanded to become zero.

Price of
Movie
Tickets
(5)

T
|
l
|
|
|
|
:

600 900 1,800
Thousands of Movie Tickets

When the price elasticity of demand is 1.0 at every price, the total expenditure is
constant along the demand curve D.

SE——
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{F PRICE INCREASES, IF PRICF DECREASES,
DEMAND EXPENDITURES EXPENDITURES
Inelastic Increase Decrease
Unit elastic Are unchanged Are unchanged
Elastic Decrease Increase

A special case of this isoelastic curve is the unit-elastic demand curve: a demand
curve with price elasticity always equal to —1, as is the case for the curve in
Figure 4.11. In this case, total expenditure remains the same after a price change.
A price increase, for instance, leads to a decrease in the quantity demanded that
leaves the total expenditure on the good unchanged. Suppose, for example, that
the total expenditure on first-run movies in Berkeley, California, is $5.4 million
per vear, regardless of the price of a movie ticket. For all points along the
demand curve, the price times the quantity will be $5.4 million. If the price is $6,
the quantity will be 900,000 tickets; if the price increases to $9, the quantity will
drop to 600,000 tickets, as shown in Figure 4.11.

Table 4.3 summarizes the relationship between elasticity and expenditure. It
is useful to review this table from the perspective of the seller of the good rather
than the buyer. (What the sellers perceive as total revenue, the consumers view
as total expenditures.) When demand is inelastic, a price increase leads only to a
small decrease in quantity demanded; thus, the seller’s total revenue increases.
But when demand is elastic, a price increase leads to a large decline in quantity
demanded and total revenue falls.

When calculating demand elasticities, we must be careful about the price change
or quantity change in question. For a large price change (say, 20 percent), the
value of the elasticity will depend on the precise point at which we measure the
price and quantity along the demand curve. For this reason, it is useful to distin-
guish between a point elasticity of demand and an arc elasticity of demand.

Point Elasticity of Demand The point elasticity of demand is defined as
the price elasticity at a particular point on the demand curve. Note that this is the con-
cept of elasticity that we used throughout Chapter 2. It is calculated by substitut-
ing for AP/AQ in the elasticity formula the magnitude of the slope of the demand
curve at that point. (AF/AQ is the slope for small AP because price is measured on
the vertical axis and quantity demanded on the horizontal axis.) As a result,
equation (4.1) becomes

Point elasticity: Ep = (P/Q)(1/slope) 4.2)

There are times when we want to calculate a price elasticity over some por-
tion of the demand curve rather than at a single point. Suppose, for example,
that we are contemplating an increase in the price of a product from $8 to $10
and expect the quantity demanded to fall from 6 units to 4. How should we cal-
culate the price elasticity of demand? Is the price increase 25 percent (a $2
increase divided by the original price of $8), or is it 20 percent (a $2 increase
divided by the new price of $10)? Is the percentage decrease in quantity
demanded 33 1/3 percent (2/6) or 50 percent (2/4)?

point elasticity of demand
Price elasticity at a particular
point on the demand curve.
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arc elasticity of demand Price
elasticity calculated over a
range of prices.

There is no correct answer to such questions. We could calculate the price
elasticity using the original price and quantity. If so, we would find that
Ep = (—331/3 percent/25 percent) = —1.33. Or we could use the new price
and quantity, in whicli case we would find that Ep = (—50 percent/
20 percent) = —2.5. The difference between these two calculated elasticities is
large, and neither seems preterable to the other.

Arc Elasticity of Demand We can resolve this problem by using the arc
elasticity of demand: the elasticity calculated over a range of prices. Rather than
choose either the initial or the final price, we use an average of the two, P; for the
quantity demanded, we use Q. Thus the arc elasticity of demand is given by

Arc elasticity: Ep = (AQ/APYP/Q) (4.3)

In our example, the average price is $9 and the average quantity 5 units. Thus
the arc elasticity is

Ep=(—-2/$2)$9/5) = —18

The arc elasticity will always lie somewhere (but not necessarily halfway)
between the point elasticities calculated at the lower and the higher prices.

Although the arc elasticity of demand is sometimes useful, economists gener-
ally use the word “elasticity” to refer to a point elasticity. Throughout the rest of
this book, we will do the same, unless noted otherwise.

n Chapter 2 (Example 2.4), we explained that the demand for U.S. wheat has
I two components: domestic demand (by U.S. consumers) and export demand
(by foreign consumers). Let’s see how the total demand for wheat during 1998
can be obtained by aggregating the domestic and foreign demands.

Domestic demand for wheat is given by the equation

Qpp = 1700 — 107P

where Qpp is the number of bushels (in millions) demanded domestically, and
P is the price in dollars per bushel. Export demand is given by

where Qpg is the number of bushels (in millions) demanded from abroad. As
shown in Figure 4.12, domestic demand, given by AB, is relatively price inelas-
tic. (Statistical studies have shown that price elasticity of domestic demand is
about —0.2.) However, export demand, given by CD, is more price elastic, with

Chapter 4  Individual and Market Demand

; Total Demand

Price (dollars per bushel)

5,

3 Export Demand W\%%

L Domestic Demand %%%

1 CEE .

0 I ! 1 %%F 1
1000 2000 3000 4000

Wheat (million bushels per year)

The total world demand for wheat is the horizontal sum of the domestic demand AB
and the export demand CD. Even though each individual demand curve is linear,
the market demand curve is kinked, reflecting the fact that there is no export
demand when the price of wheat is greater than about $9 per bushel.

an elasticity of —0.4. Export demand is more elastic than domestic demand
because poorer countries that import U.S. wheat turn to other grains and food-
stuffs if wheat prices rise.?

To obtain the world demand for wheat, we set the left side of each demand
equation equal to the quantity of wheat (the variable on the horizontal axis).
We then add the right side of the equations, obtaining

Qop + Qpe = (1700 — 107P) + (1544 — 176P) = 3244 — 283P

(Note that this is the same total demand equation for 1998 given in Example
24) This generates the line segment EF in Figure 4.12.

’ ‘FOr a survey of statistical studies of demand and supply elasticities and an analysis of the U.S.
wheat market, see Larry Salathe and Sudchada Langley, “An Empirical Analysis of Alternative
Export Subsidy Programs for U.S. Wheat,” Agricultural Economics Research 38, No. 1 (Winter 1986).

5

i

2%
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At all prices above point C, however, there is no export demand, so that
world demand and domestic demand are identical. As a result, for all prices
above C, world demand is given by line segment AE. (If we were to add Qp¢ for
prices above C, we would be incorrectly adding a negative export demand to a
positive domestic demand.) As the figure shows, the resulting total demand for
wheat, given by AEF, is kinked. The kink occurs at point E, the price leve]
above which there is no export demand.

older household heads. Presumably, families buying houses are more price sen-
sitive when parents and their children are younger and parents may be plan-
ning for more children. Among married households, the income elasticity of
demand for rooms also increases with age—a fact which tells us that older
households buy larger houses than younger households.

Price and income elasticities of demand for housing also depend on where
people live.” Demand in central cities is much more price elastic than in sub-
urbs. Income elasticities, however, increase as one moves farther from the cen-
tral city. Thus poorer (on average) central-city residents (who live where the
price of land is relatively high) are more price sensitive in their housing choices
than their wealthier suburban counterparts.

everal years ago, the U.S. Department of Housing and Urban Development

began an experimental program of housing subsidies, a program aimed at
easing the housing burdens of the poor. The subsidies typically involved sup-
plements based solely on income but could alternatively have been designed as
a percentage of housing expenditures. In order to determine the effects of such
a program on various demographic groups, we need information about the
price and income elasticities of demand for housing.

A family’s demand for housing depends on the age and status of the house-
hold making the purchasing decision. One approach to housing demand is to
relate the number of rooms per house for each household (the quantity
demanded) both to an estimate of the price of an additional room in a house
and to the household’s family income.* (Prices of rooms vary because of differ-
ences in construction costs.) Table 4.4 lists some of the price and income elastic-
ities for different demographic groups.

In general, the elasticities show that the size of houses that consumers
demand (as measured by the number of rooms) is relatively insensitive to dif-
ferences in either income or price. However, differences do appear among sub-
groups of the population. For example, families with young household heads
have a price elasticity of —0.22, which is substantially greater than those with

44 Consumer Surplus

Consumers buy goods because the purchase makes them better off. Consumer  (individual) consumer sur-
surplus measures how ruch better off individuals are, in the aggregate, because ~ Plus  Difference between
they can buy goods in the market. Because different consumers place different “??E;rzonzggi;f t\hv;llmg t©
valu.es on the consumption of particular goods, the maximum amount they are apm}ount a?tually paid.
willing to pay for those goods also differs. Consumer surplus is the difference

betweeit the maximum amount that a consumer is willing to pay for a good and the

amount that the consumer actually pays. Suppose, for example, that a student

would have been willing to pay $13 for a rock concert ticket even though she

had to pay only $12. The $1 difference is her consumer surplus.®* When we add

the consumer surpluses of all consumers who buy a good, we obtain a measure

of the aggregate consumer surplus.

Consumer Surplus and Demand

Consumer surplus can be calculated easily if we know the demand curve. To see
the relationship between demand and consumer surplus, let’s examine the indi-
vidual demand curve for concert tickets shown in Figure 4.13. (Although the fol-
lowing discussion applies to an individual demand curve, a similar argument
also applies to a market demand curve.) Drawing the demand curve as a stai-
case rather than a straight line shows us how to measure the value that our con-

GROUP PRICE ELASTICITY  INCOME ELASTICITY sumer obtains from buying different numbers of tickets.
When deciding how many tickets to buy, our student might reason as follows:
Single individuals —-0.14 0.19 J The first ticket costs $14 but is worth $20. This $20 valuation is obtained by using
Viarried. head of household age less 022 0.07 the demand curve to find the maximum amount that she will pay for each addi-
than 30. 1 ehild Elonal ticket ($20 being the maximum that she will pay for the first ticket). The
ke irst ticket is worth purchasing because it generates $6 of surplus value above
Mafg[ﬁjd. head age 30-39, 2 or more 0 0.11 and beyond its cost. The second ticket is also worth buying because it generates
children a surplus of 85 ($19 — $14). The third ticket generates a surplus of $4. The

Married, head age 50 or older, —0.08 0.18
. TT———

1 child * See Allen C. Goodman and Masahiro Kawai, “Functional Form, Sample Selection, and Housing

Demand,” Journal of Urban Economics 20 (September 1986): 155-67.

o

Measuring consumer surplus in dollars involves an implicit assumption about the shape of
fOnsumers’ indifference curves: nainely, that the marginal utility associated with increases in a con-
Sumer’s income remains constant within the range of income in question. In many cases, this is a
feasonable assumption. It may be suspect, however, when large changes in income are involved.

* See Mahlon Strazheim, An Econoretric Analysis of the Urban Housing Market (New York: National
Bureau of Economic Research, 1975), ch. 4.
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Price
(dollars per 20
ticket)

19 -

18—

T

17

16—

Consumer Surplus

15

Rock Concert Tickets

Consumer surplus is the total benefit from the consumption of a product, net of the
total cost of purchasing it. Here, the consumer surplus associated with six concert
tickets (purchased at $14 per ticket) is given by the yellow-shaded area.

fourth, however, generates a surplus of only $3, the fifth a surplus of $2, and the
sixth a surplus of just $1. Our student is indifferent about purchasing the sev-
enth ticket (which generates zero surplus) and prefers not to buy any more than
that because the value of each additional ticket is less than its cost. In Figure 4.13,
consumer surplus is found by adding the excess values or surpluses for all units pur-
chased. In this case, then, consumer surplus equals

%6 + 55+ %4 + 33 + %2 + 51 =521

To calculate the aggregate consumer surplus in a market, we simply find the
area below the market demand curve and above the price line. For our rock con-
cert example, this principle is illustrated in Figure 4.14. Now, because the num-
ber of tickets sold is measured in thousands and individual demand curves dif-
fer, the market demand curve appears as a straight line. Note that the actual
expenditure on tickets is 6500 X $14 = $91,000. Consumer surplus, shown as the
shaded triangle, is

1/2 X ($20 — $14) x 6500 = $19,500

This figure is the total benefit to consumers, less what they paid for the tickets.

Of course market demand curves are not always straight lines. Nonetheless,
we can always measure consumer surplus by finding the area below the
demand curve and above the price line.

Applying Consumer Surplus Consumer surplus has important applica-
tions in economics. When added over many individuals, it measures the aggre-

Price
(dollars per
ticket)

16 - Consumer ",
Surplus N
15 k%
AN
%, Market Price
14
13 - %\x
) T,
_/ Actual Expenditure Demand Curve
! | I L 1 I !
0 1 2 3 4 5 6 7

Rock Concert Tickets (Thousands)

For the market as a whole, consumer surplus is measured by the area under the
demand curve and above the line representing the purchase price of the good. Here,
the consumer surplus is given by the shaded triangle and is equal to 1/2 X
(520 — $14) X 6500 = $19,500.

gate benefit that consurners obtain from buying goods in a market. When we
combine consumer surplus with the aggregate profits that producers obtain, we
can evaluate both the costs and benefits not only of alternative market struc-
tures, but of public policies that alter the behavior of consurners and firms in
those markets.

%u‘ is free in the sense that we don't pay to breathe it. But the absence of a
market for air may help explain why the air quality in some cities has been
deteriorating for decades. To encourage cleaner air, Congress passed the Clean
Alr Act in 1963 and has since amended it a number of times. In 1970, for exam-
ple, automobile emissions controls were tightened. Were these controls worth
it? Were the benefits of cleaning up the air sufficient to outweigh the costs
imposed directly on car producers and indirectly on car buyers?

To answer this question, Congress asked the National Academy of Sciences
to evaluate emissions controls in a cost-benefit study. Using empirically deter-
mined estimates of the demand for clean air, the benefits portion of the study
determined how much people value clear air. Although there is rio actual mar-
ket for clean air, people do pay more for houses where the air is clean than for
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comparable houses in areas with dirtier air. This information was used to esti-
mate the demand for clean air” Detailed data on house prices in neighborhoods
of Boston and Los Angeles were compared with the levels of various air pollu-
tants. The effects of other variables that might affect house value were taken
into account statistically. The study determined a demand curve for clean air
that looked approximately like the one shown in Figure 4.15.

The horizontal axis measures the amount of air pollution reduction; the verti-
cal axis measures the increased value of a home associated with those reduc-
tions. Consider, for example, the demand for cleaner air of a homeowner 'in a
city in which the air is rather dirty, as exemplified by a level of nitrogen oxides
(NOX) of 10 parts per 100 million (pphm). If the family were required to pay
$1000 for each 1 pphm reduction in air pollution, it would choose A on the
demand curve in order to obtain a pollution reduction of 5 pphm.

How much is a 50-percent, or 5-pphun, reduction in pollution worth to the
same family? We can measure this value by calculating the consumer Su.rplus
associated with reducing air pollution. Because the price for this reduction is
$1000 per unit, the family would pay $5000. However, the family values all but
the last unit of reduction by more than $1000. As a result, the shaded triangle in
Figure 4.15 gives the value of the cleanup (above and beyond the payment).
Because the demand curve is a straight line, the surplus can be calculated from
the area of the triangle whose height is $1000 ($2000 — $1000) and Whosg bas.e
is 5 pphm. Therefore, the value to the household of the pollution reduction is
$2500.

Value
(dollarfs erPth 2000 |,
of reduction) S
P,
.
A
1000 |-====—=~=~~- ™
N
| N
S
|
| b
]
O - 10 NOX (pphm)

Pollution Reduction

The shaded triangle gives the consumer surplus generated when air pollution is
reduced by 5 parts per 100 million of nitrogen oxide at a cost_of $1000 per part
reduced. The surplus is created because most consumers are willing to pay more
than $1000 for each unit reduction of nitrogen oxide.

—

7 The results are summarized in Daniel L. Rubinfeld, “Market Approaches Fo the Measuremen’t'ofr
the Benefits of Air Pollution Abatement,” in Ann Friedlaender, ed., The Benefits and Costs of Cleaning
the Air (Cambridge: MIT Press, 1976), 240-73.

A complete cost-benefit analysis would use a measure of the total benefit of
the cleanup—the benefit per household times the number of households. This
figure could be compared with the total cost of the cleanup to determine
whether such a project was worthwhile. We will discuss clean air further in
Chapter 18, when we describe the tradeable emissions permits that were intro-
duced by the Clean Air Act Amendments of 1990.
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So far, we have assumed that people’s demands for a good are independent of
one another. In other words, Tom’s demand for coffee depends on Tom’s tastes
and income, the price of coffee, and perhaps the price of tea. But it does not
depend on Dick’s or Harry’s demands for coffee. This assumption has enabled
us to obtain the market demand curve simply by summing individuals’
demands.

For some goods, however, one person’s demand also depends on the
demands of other people. In particular, a person’s demand may be affected by
the number of other people who have purchased the good. If this is the case,
there exists a network externality. Network externalities can be positive or neg-
ative. A positive network externality exists if the quantity of a good demanded by a
typical consumer increases in response to the growth in purchases of other consumers. If
the quantity demanded decreases, there is a negative network externality.

The Bandwagon Effect

One example of a positive network externality is the bandwagon effect—the
desire to be in style, to possess a good because almost everyone else has it, or to
indulge in a fad.® The bandwagon effect often arises with children’s toys (Beanie
Babies or Sega video games, for example). In fact, exploiting this effect is a major
objective in marketing and advertising toys. Often it is also the key to success in
selling clothing.

The bandwagon effect is illustrated in Figure 4.16, in which the horizontal
axis measures the sales of some fashionable good in thousands per month.
Suppose consumers think that only 20,000 people have bought a certain good.
Because this is a small number relative to the total populatiori, consumers will
have little motivation to buy the good in order to be in style. Some consumers
may still buy it (depending on price), but only for its intrinsic value. In this case,
demand is given by the curve Do

Suppose instead that consumers think that 40,000 people have bought the
good. Now they find the good more attractive and want to buy more. The
demand curve is Dy, which is to the right of Dy Similarly, if consumers think
that 60,000 people have bought the good, the demand curve will be Dy, and so
on. The more people consumers believe to have bought the good, the farther to
the right the demand curve shifts.

———

_ The bandwagon effect and the snob effect were introduced by Harvey Liebenstein, “Bandwagon,

Snob, and Veblen Effects in the Theory of Consumers’ Demand,” Quarterly Journal of Economics 62
(February 1948): 165-201.

network externality When
each individual’s demand
depends on the purchases of
other individuals.

bandwagon effect Positive
network externality in which a
consumer wishes to possess a
good in part because others do.
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Abandwagon effect is a positive network externality in which the quantity of a good:
that an individual demands grows in response to the growth of purchases by other
individuals. Here, as the price of the product falls from $30 to 520, the bandwagon
effect causes the demand for a good to shift to the right, from D to Dygo-

Ultimately, consumers will get a good sense of how many people have in fact
purchased a good. This number will depend, of course, on its price. In Figure
4.16, for example, we see that if the price were $30, 40,000 people would buy the
good. Thus the relevant demand curve would be Dy, If the price were $20,
80,000 people would buy the good and the relevant demand curve would be Dg.
The market demand curve is therefore found by joining the points on the cuives Dag, Dy,
Do, Dso, and Dy that correspond to the quantities 20,000, 40,000, 60,000, 80,000 and
100,000.

Compared with the curves Da, etc., the market demand curve is relatively
elastic. To see why the bandwagon effect leads to a more elastic demand curve,
consider the effect of a drop in price from $30 to $20, with a demand curve of
D,,. If there were no bandwagon effect, quantity demanded would increase from
40,000 to only 48,000. But as more people buy the good and it becomes stylish to
own it, the bandwagon effect increases quantity demanded further, to 80,000.
Thus the bandwagon effect increases the response of demand to price changes—
i.e., it makes demand more elastic. As we’ll see later, this result has important
implications for producers’ pricing strategies.

Although the bandwagon effect is associated with fads and stylishness, posi-
tive network externalities can arise for other reasons. The greater the number of
people who own a particular good, the greater the intrinsic value of that good to
each owner. For example, if I am the only person to own a compact disc player, it
will not be economical for companies to manufacture compact discs; without the
discs, the CD player will obviously be of little value to me. But the greater the

qumber of people who own players, the more discs will be manufactured and
the greater will be the value of the player to me. The same is true for personal
computers: The more people who own them, the more software will be written,
and thus the more useful the computer will be to me.

The Snob Effect

Network externalities are sometimes negative. Consider the snob effect, which
refers to the desire to own exclusive or unique goods. The quantity demanded of
a “snob good” is higher the fetwer the people who own it. Rare works of art, spe-
cially designed‘ sports cars, and made-to-order clothing are snob goods. The
value one gets from a painting or a sports car is partly the prestige, status, and
exclusivity resulting from the fact that few other people own one like it.

Figure 4.17 illustrates the snob effect. D, is the demand curve that would
apply if consumers believed that only 2000 people owned the good. If they
pelieve that 4000 people own the good, it is less exclusive, and so its snob value
is reduced. Quantity demanded will therefore be lower; the curve D, applies.
Similarly, if consumers believe that 6000 people own the good, demand is even
smaller and Dy applies. Eventually, consumers learn how widely owned a good
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A snob effect is a negative network externality in which the quantity of a good that
an individual demands falls in response to the growth of purchases By other individ-
uals. Here, as the price falls from $30,000 to $15,000 and more people buy the good,
__EE? snob effect causes the demand for a good to shift to the left, from D, to D,
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snob effect Negative net-
work externality in which a
consumer wishes to own an
exclusive or unique good.
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actually is. Thus the market demand curve is found by joining the points on
the curves D,, Dy, D, etc., that actually correspond to the quantities 2000, 4000,
6000, etc.

The snob effect makes market demand less elastic. To see why, suppose the
price was initially $30,000, with 2000 people purchasing the good. What hap-
pens when the price is lowered to $15,000? If there were no snob effect, the quan-
tity purchased would increase to 14,000 (along curve D-). But as a snob good, its
value is greatly reduced if more people own it. The snob effect dampens the
increase in quantity demanded, cutting it by 8000 units; the net increase in sales
is only to 6000 units. For many goods, marketing and advertising are geared to
creating a snob effect (e.g., Rolex watches). The goal is less elastic demand—a
result that makes it possible for firms to raise price.

Negative network externalities can arise for other reasons. Consider the effect
of congestion. Because I prefer short lines and fewer skiers on the slopes, the
value I obtain from a lift ticket at a ski resort is lower the more people there are
who have bought tickets. Likewise for entry to an amusement park, skating rink,
or beach.’

”%"" 1950s and 1960s witnessed phenomenal growth in the demand for
L mainframe computers. From 1954 to 1965, for example, annual revenues
from the leasing of mainframes increased at the extraordinary rate of 78 percent
per year, while prices declined by 20 percent per year. Granted, prices were
falling, and the quality of computers was also increasing dramatically, but the
elasticity of demand would have to have been quite large to account for this
kind of growth. IBM, among other computer manufacturers, wanted to know
what was going on.

An econometric study by Gregory Chow helped provide some answers."
Chow found that the demand for computers follows a “saturation curve”—a
dynamic process whereby demand, though small at first, grows slowly. Soon,
however, it grows rapidly, until finally nearly everyone likely to buy a product
has done so, whereby the market becomes saturated. This rapid growth occurs
because of a positive network externality: As more and more organizations
own computers, as more and better software is written, and as more people are
trained to use computers, the value of having a computer increases. Because
this process causes demand to increase, still more software and better trained
users are needed, and so on.

This network externality was an important part of the demand for comput-
ers. Chow found that it could account for nearly half the rapid growth of
rentals between 1954 and 1965. Reductions in the inflation-adjusted price (he
found a price elasticity of demand for computers of —1.44) and major increases
in power and quality, which also made them much more useful and effective,

? Tastes, of course, differ. Some people associate a positive network externality with skiing or a day
on the beach; they enjoy crowds and may even find the slope or beach lonely without them

5ee Gregory Chow, “Technological Change and the Demand for Computers,” Anierican Ecoioniic
Review 57, no. 5 (December 1967): 1117-30.

accounted for the other half. Other studies have shown that this process contin-
ued through the following decades.! In fact, this same kind of network exter-
nality helped to fuel a rapid growth rate in the demand for personal computers.

Today there is little debate about the importance of network externalities as
an explanation for the success of Microsoft's Windows PC operating system
which by 1999 was being used in about 90 percent of personal cgmi)uters/
worldwide. At least as significant has been the phenomenal success of the
Microsoft Office Suite of PC applications (which includes Word and Excel). In
1999, Microsoft Office had well over 90 percent of the market.

Network externalities are not limited to computers. In recent years there has
been explosive growth in the use of e-mail. Clearly a strong pdsitive network
externality is at work. Because an e-mail can onl{f be transmitted to another
e-mail user, the value of using e-mail depends crucially on how manv other
people use it. By the mid-1990s, nearly all business offices in the United States
used e-mail, and e-mail had become a standard means of communicating.

Later in this book, we explain how demand information is used as input into a
firm’s economic decision-making process. General Motors, for example, must
understand automobile demand to decide whether to offer rebates or below-
market-rate loans for new cars. Knowledge about demand is also important for
public policy decisions. Understanding the demand for oil, for instance, can help
Congress decide whether to pass an oil import tax. You may wonder how it is
that economists determine the shape of demand curves and how price and
in'com? elasticities of demand are actually calculated. In this starred section, we
wﬂl'brle.ﬂy examine some methods for evaluating and forecasting demand. The
section 1s starred not only because the material is more advanced, but also
be.cause it is not needed for much of the later analysis in the book. Nonetheless

this material is instructive and will help you appreciate the empirical foundation/
of the theory of consumer behavior. The basic statistical tools for estimating

l(jen;\and curves and demand elasticities are described in the appendix to this
ook.

Interview and Experimental Approach
‘ i es
to Demand Determination oe

One way to obtain information about demand is through interviews in which
consumers are asked how much of a product they might be willing to buy at a
given price. This approach, however, may not succeed when people lack infor-
mation or interest or even want to mislead the interviewer. Therefore, market
researchers have designed various indirect survey techniques. Consumers might
be asked, for example, what their current consumption behavior is and how tﬁey
would respond if a certain product were available at, say, a 10-percent discount.

————

n
Rslee Robert J. Gordoxw, “The Postwar Evolution of Computer Prices,” in Dale W. Jorgenson and
alph Landau, eds,, Technology and Capital Formation (Cambridge; MIT Press, 1989) °
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They might be asked how they would expect others to behave. Although indi-
rect approaches to demand estimation can be fruitful, the difficulties of the inter-
view approach have forced economists and marketing specialists to look to
alternative methods.

In direct imarketing experinents, actual sales offers are posed to potential cus-
tomers. An airline, for example, might offer a reduced price on certain flights for
six months, partly to learn how the price change affects demand for flights and
partly to learn how competitors will respond.

Direct experiments are real, not hypothetical, but even so, problems remain. The
wrong experiment can be costly, and even if profits and sales rise, the firm cannot be
entirely sure that these increases resulted from the experimental change; other factors
probably changed at the same time. Moreover, the response to experiments—which
consumers often recognize as short-lived—may differ from the response to perma-
nent changes. Finally, a firm can afford to try orly a limited number of experiments,

The Statistical Approach to Demand Estimation

Firms often rely on market data based on actual studies of demand. Properly
applied, the statistical approach to demand estimation can help researchers sort
out the effects of variables, such as income and the prices of other products, on
the quantity of a product demanded. Here we outline some of the conceptual
issues involved in the statistical approach.

Table 4.5 shows the quantity of raspberries sold in a market each year.
Information about the market demand for raspberries would be valuable to an
orgariization representing growers because it would allow them to predict sales on
the basis of their own estimates of price and other demand-determining variables.
Let’s suppose that, focusing on demand, researchers find that the quantity of rasp-
berries produced is sensitive to weather conditions but not to the current market
price (because farmers make their planting decisions based on last year’s price).

The price and quantity data from Table 4.5 are graphed in Figure 4.18. If we
believe that price alone determines demand, it would be plausible to describe the
demand for the product by drawing a straight line (or other appropriate curve),
Q = a — bP, which “fit” the points as shown by demand curve D. (The “least-
squares” method of curve-fitting is described in the appendix to this book.)

YEAR QUANTITY (Q) PRICE (P) INCOME (1)
1988 4 24 10
1989 7 20 10
1990 8 17 10
1991 13 17 17
1992 16 10 17
1993 15 15 17
1994 19 12 20
1995 20 9 20
1996 22 5 20

10 -

10 15 20 25  Quantity

Price and quantity data can be used to determine the form of a demand relationship.

But the same data could describe a single demand curve D or three demand curves
dy, d5, and d; that shift over time.

Does curve D (given by the equation Q = 282 — 1.00P) really represent the
demand for the product? The answer is yes—but only if no important factors
other Athan product price affect demand. In Table 4.5, however, we have included
data for one other variable: the average income of purchasers of the product.
Note that income (I) has increased twice during the study, suggesting that the
demand curve has shifted twice. Thus demand curves d;, dj,?acﬁd d; Din Figure

4.18 give a more likely description of demand. This demand relationship would
be described algebraically as

Q=a—-0bP +¢l 4.4)

The income term in the demand equation allows the demand curve to shift in a
p}araﬂel fashion as income changes. (The demand relationship, calculated using
the least—squares method, is given by Q = 8.08 — 49P + 81] J)

The Form of the Demand Relationship

Because the demand relationships discussed above are straight lines, the effect
Qfé Change in price on quantity demanded is constant. However, the price elas-
ticity of demand varies with the price level. For the demand equation
Q=a-1bpP, for example, the price elasticity E, is

Ep = (AQ/APYP/Q) = —b(P/Q) 4.5)
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icity i i rice incr and the quantity
Thus elasticity increases in magnitude as the price increases ( quantity
demanded falls). ‘ )

There is no reason to expect elasticities of demand to be .COI'ISLEU‘“.'_

Nevertheless, we often find the isoelastic deniand ciroe, in which the price ?lastlF-

ity and the income elasticity are constant, useful to work with. When written in
- . . . oy ; :
its log-linear form, the isoelastic demand curve appears as follows

log(Q) =a — b log(P) + ¢ log(I) 4.6)

where log () is the logarithmic function and a, b, and ¢ are the c'onstapts‘in the
demand equation. The appeal of the log-linear demand relationship is that
the slope of the line —b is the price elasticity of demand and the constant ¢ 15 the
income elasticity.'> Using the data in Table 4.5, tor example, we obtained the
regression line

log(Q) = —0.81 — 0.24 log(P) + 1.46 log(I)

This relationship tells us that the price elasticity of deman'd.for' raspberries is
—0.24 (that is, demand is inelastic) and that the income elasticity is 1.46.

We have seen that it can be useful to distinguish between goods that are com-
plements and goods that are substitutes. Suppose that P, represents the prlced of
a second good—one which is believed to be related to the‘product we are study-
ing. We can then write the demand function in the following form:

log(Q) = a — blog(P) + by log(Py) + ¢ log(l)

When b,, the cross-price elasticity, is positive, the two goods are substitutes;
when b, is negative, the two goods are complements.

~the Post Cereals Division of Kraft General Foods acquired the Shredded

, Wheat cereals of Nabisco in 1995. The acquisition 1‘a}sed the legall and eco-
nomic question of whether Post would raise the price of its best-selling l\j/\l};hd;
Grape Nuts, or the price of Nabisco’s most successful brand, Shredded Tear
Spoon Size.l> One important issue in a lawsuit brought-by the state of New
York was whether the two brands were close substitutes for one another. If so,
it would be more profitable for Post to increase the price of Grape Nuts after

12The natural logarithmic function with base e has the property that A(logl(Q)-) —1 _\tQ_\/(lQUt(Oé)?ni
change in log(Q). Similarly, A(log({P)) = AP/P for any change in log(P) It.fql 10\}’5 1t hat OT—istitih‘
_\Q/Cé = —b A(log(P))] = —BAF/P). Therefore, (_\‘Q./Q)/(f_\P/P) == b,'\\j'hlcbl }sy_t\l(%/pﬂc/e(_e\;/[) y
of demand. B‘y a similar argument, the income elasticity of demand ¢ is given by (AQ/Q) /1)

13 Grate of New York v. Kraft General Foods, Inc., 926 . Supp. 321, 356 (S.D.N.Y. 1995)
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rather than before the acquisition. Why? Because after the acquisition the lost
sales from consumers who would switch away from Grape Nuts would be
recovered to the extent that they switched to Shredded Wheat.

The extent to which a price increase will cause consumers to switch is given
(in part) by the price elasticity of demand for Grape Nuts. Other things being
equal, the higher the demand elasticity, the greater the loss of sales associated
with a price increase. The more likely, too, that the price increase will be
unprofitable.

The substitutability of Grape Nuts and Shredded Wheat can be measured by
the cross-price elasticity of demand for Grape Nuts with respect to the price of
Shredded Wheat. The relevant elasticities were calculated using weekly data
obtained from the supermarket scanning of household purchases for 10 cities
over a three-year period. One of the estimated isoelastic demand equations
appeared in the following log-linear form:

log(Qen) = 1.998 — 2.085 log(Fen) + 0.62 log(I) + 0.14 log(Psw)

where Qgy is the amount (in pounds) of Grape Nuts sold weekly, P,y the price
per pound of Grape Nuts, I real personal income, and Pg,y the price per pound
of Shredded Wheat Spoon Size.

The demand for Grape Nuts is elastic (at current prices), with a price elastic-
ity of about —2. The income elasticity is 0.62: In other words, increases in
income lead to increases in cereal purchases, but at less than a 1-for-1 rate.
Finally, the cross-price elasticity is 0.14. This figure is consistent with the fact
that although the two cereals are substitutes (the quantity demanded of Grape
Nuts increases in response to an ircrease in the price of Shredded Wheat), they
are not very close substitutes.
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. Individual consumers’ demand curves for a commod-

ity can be derived {rom information about their tastes
for all goods and services and from their budget con-
straints.

. Engel curves, which describe the relationship

between the quantity of a good consumed and
income, can be useful for discussions of how con-
sumer expenditures vary with income.

. Two goods are substitutes if an increase in the price of

one leads to an increase in the quantity demanded of
the other. In contrast, two goods are complements if
an increase in the price of one leads to a decrease in
the quantity demanded of the other.

- The effect of a price change on the quantity de-

manded of a good can be broken into two parts: a
substitution effect, in which satisfaction remains con-
stant while price changes, and an income effect, in
which the price remains constant while satisfaction

changes. Because the income effect can be positive or
negative, a price change can have a small or a large
effect on quantity demanded. In the unusual case of a
so-called Giffen good, the quantity demanded may
move in the same direction as the price change,
thereby generating an upward-sloping individual
demand curve.

. The market demand curve is the horizontal summa-

tion of the individual demand curves of all consumers
in the market for a good. It can be used to calculate
how much people value the consumption of particu-
lar goods and services.

. Demand is price inelastic when a 1-percent increase in

price leads to a less than 1-percent decrease in quan-
tity demanded, thereby increasing the consumer’s
expenditure. Demand is price elastic when a 1-percent
increase in price leads to a more than l-percent
decrease in quantity demanded, thereby decreasing
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the consumer’s expenditure. Demand is unit elastic
when a 1-percent increase in price leads to a 1-percent
decrease in quantity demanded.

The concept of consumer surplis can be useful in deter-
mining the benefits that people receive from the con-
sumption of a product. Consumer surplus is the dif-
ference between the maximum amount a consumer is
willing to pay for a good and what he actually pays
when buying it.

A network externality occurs when one person’s
demand is affected directly by the purchasing deci-
sions of other consumers. A positive network exter-
nality, the bandwagon effect, occurs when a typical
consumer’s quantity demanded increases because she

Producers, Consumers, and Competitive Markets

considers it stylish to buyv a product that others have
purchased. C611\'e1‘se1}’, a negative network external-
ity, the snob effect, occurs when the quantity
demanded increases when fewer people own the
good. .

A number of methods can be used to obtain informa-
tion about consumer demand. These include inter-
view and experimental approaches, direct marketing
experiments, and the more indirect statistical
approach. The statistical approach can be very power-
ful in its application, but it is necessary to determine
the appropriate variables that affect demand before
the statistical work is done.

How is an individual demand curve different from a
market demand curve? Which curve is likely to be
more price elastic? (Hint: Assume that there are no
network externalities.)

Is the demand for a particular brand of product, such
as Head skis, likely to be more price elastic or price
inelastic than the demand for the aggregate of all
brands of downhill skis? Explain.

Tickets to a rock concert sell for $10. At that price,
however, the demand is substantially greater than the
available number of tickets. Is the value or marginal
benefit of an additional ticket greater than, less than,
or equal to $107 How might you determine that value?
Suppose a person allocates a given budget between two
goods, food and clothing. If food is an inferior good, can
you tell whether clothing is inferior or normal? Explain.
Which of the following combinations of goods are
complements and which are substitutes? Could any
of them be either in different circumstances? Discuss.
. a mathematics class and an economics class

. tennis balls and a tennis racket

. steak and lobster

. aplane trip and a train trip to the same destination
. bacon and eggs

Which of the following events would cause a move-
ment along the demand curve for U.S.-produced cloth-
ing? Which would cause a shift in the demand curve?

mn LN T

a. the removal of quotas on the importation of for-
eign clothes

b. an increase in the income of U.S. citizens

¢. a cut in the industry’s costs of producing domestic
clothes that is passed on to the market in the form
of lower prices

7. For which of the following goods is a price increase

likely to lead to a substantial income (as well as sub-
stitution) effect?

a. salt

b. housing

c. theater tickets

d. food

8. Suppose that the average household in a state con-

sumes 500 gallons of gasoline per year. A 10-cent
casoline tax is introduced, coupled with a $50 annual
tax rebate per household. Will the household be better
or worse off after the new program is introduced?

9. Which of the following three groups is likely to have

the most and which the least price-elastic demand
for membership in the Association of Business
Economists?

a. students

b. junior executives

c. senior execlitives

The ACME Corporation determines that at current
prices, the demand for its computer chips has a price
elasticity of —2 in the short run. The price elasticity
for its disc drives is — 1.

a. If ACME decides to raise the price of both products
by 10 percent, what will happen to its sales? To its
sales revenue?

[¢3]

b. Can vou tell from the available information which
product will generate more revenue? If yes, which
one? If not, what additional information would
vou need?

Refer to Example 4.3 on the aggregate demand for

wheat in 1998. Consider 1996, at which time the

domestic demand curve was Qpp = 1560 — 60P. The
export demand curve, however, was about the same
as in 1998, ie, Qp = 1544 — 176P. Calculate and

draw the aggregate demand curve for wheat in 1996,

Judy has decided to allocate exactly $500 to textbooks

at college every vear, even though she knows that the

prices are likely to increase by from 5 to 10 percent per
vear and that she will be getting a substantial mone-
tary gift from her grandparents next year. What is

Judy’s price elasticity of demand for textbooks? What

is her income elasticity?

Vera has decided to upgrade the operating system on

her new PC. She hears that the new Linux operating

system is technologically superior to the Windows
operating system and is substantially lower in price.

However, when she asks her friends, it turns out they all

use PCs with Windows. They agree that Linux is more

appealing but add that they see relatively few copies of

Linux on sale at local retail software stores. Based on

what she learns and observes, Vera chooses to upgrade

her PC with Windows. Can you explain her decision?

Suppose you are in charge of a toll bridge that is

essentially cost free. The demand for bridge crossings

Qisgivenby P = 12 — 20.

a. Draw the demand curve for bridge crossings.

b. How many people would cross the bridge if there
were no toll?

c. What is the loss of consumer surplus associated
with the charge of a $6 toll?

a. Orange juice and apple juice are known to be
perfect substitutes. Draw the appropriate price-
consumption curve (for a variable price of orange
juice) and income-consumption curve.

b. Left shoes and right shoes are perfect comple-
ments. Draw the appropriate price-conisumption
and income-consumption curves.

Heather’s marginal rate of substitution of movie tick-
ets for video rentals is the same no matter how many
videos she wants. Draw Heather's income consump-
tion curve and her Engel curve for videos.
You are managing a $300,000 city budget in which
monies are spent on schools and public safety only.
You are about to receive aid from the federal govern-
ment to support a special antidrug program. Two pro-
grams are available: (1) a $100,000 grant that must be
spent on law enforcement; and (2) a 100-percent
matching grant, in which each dollar of local spend-
ing on law enforcement is matched by a dollar of fed-
eral morney. The federal matching program limits pay-
ment to each city to a maximum of $100,000.
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a. Complete the table below with the amounts avail-
able for safety.

SAFETY
(MG GOVT, SAFETY SAFETY
SCHOOLS ASSISTANCE) (PROGRAM 1) (PROGRANZ)

S0

50,000

100,000

150,000

200,000

250,000

300,000

b. Suppose that vou allocate $30,000 of the $300,000
to schools. Which program would you (the man-
ager) choose if you wish to maximize citizen satis-
faction? What if you allocate $250,000?

¢. Draw the budget constraints for the three options:
no aid, program 1, or program 2.

9. By observing an individual’s behavior in the situa-

10.

tions outlined below, determine the relevant income

elasticities of demand for each good (i.e., whether the

good is normal or inferior). If you cannot determine
the income elasticity, what additional information
might vou need?

a. Bill spends all his income on books and coffee. He
finds $20 while rummaging through a used paper-
back bin at the bookstore. He immediatelv buys a
new hardcover book of poetry.

b. Bill loses $10 with which he was going to buy a
double espresso. He decides to sell his new book at
a discount and use the money to buy coffee

¢. Being bohemian becomes the latest teen fad. As a
result, coffee and book prices rise by 25 percent.
Bill lowers his consumption of both goods by the
same percerntage.

d. Bill drops out of art school and gets an M.B.A.
instead. He stops reading books and drinking cof-
fee. Now he reads the Wall Street Journal and
drinks bottled mineral water.

Suppose the income elasticity of demand for food is

0.5 and the price elasticity of demand —1.0. Suppose

also that Felicia spends $10,000 a year on food, that

the price of food is $2, and that her income is $25,000.

a. If a $2 sales tax on food were to cause the price of
food to double, what would happen to Felicia’s
consumption of food? (Hint: Because a large price
change is involved, you should assume that the
price elasticity measures an arc elasticity rather
than a point elasticity.)
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11.

b. Suppose that she is given a tax rebate of $5000 to

ease the effect of the tax. What would her con-
sumption of food be now?
c. Is she better or worse off when given a rebate
equal to the sales tax payments? Discuss.
Suppose that you are the consultant to an agricultural
cooperative that is deciding whether members should
cut their production of cotton in half next year. The
cooperate wants your advice as to whether this will
increase the farmers’ revenues. Knowing that cotton
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(c) and watermelons (i) both compete for agricultural
land in the South, you estimate the demand for cotton

to be
c=35-10p + .25p, T 5014

where p, is the price of cotton, p,. the price of water-
melon, and i income. Should you support or oppose
the plan? Is there any additional information that
would help vou to provide a definitive answer?

Chapter 4

Demand Theory—A Mathematical Treatment

This appendix presents a mathematical treatment of the basics of demand the-
ory. Our goal is to provide a short overview of the theory of demand for stu-
dents who have some familiarity with the use of calculus. To do this, we will
explain and then apply the concept of constrained optimization.

Utility Maximization

The theory of consumer behavior is based on the assumption that consumers
maximize utility subject to the constraint of a limited budget. We saw in Chap-
ter 3 that for each consumer, we can define a utility function that attaches a level
of utility to each market basket. We also saw that the marginal utility of a good is
defined as the change in utility associated with a one-unit increase in the con-
sumption of the good. Using calculus, as we do in this appendix, marginal util-
ity is measured as the utility change that results from a very small increase in
consumption.

Suppose, for example, that Bob’s utility function is given by U(X,Y) =
log X + log Y, where, for the sake of generality, X is now used to represent food
and Y represents clothing. In that case, the marginal utility associated with the
additional consumption of X is given by the partial derivative of the utility function
with respect to good X. Here, MUy, representing the marginal utility of good X, is
given by

UX,Y)

d(log X + log Y)

[=]

1
aX aX X

In the following analysis, we will assume, as in Chapter 3, that while the level
of utility is an f11creasing function of the quantities of goods consumed, marginal
utility decreases with consumption. When there are two goods, X and Y, the con-
sumer’s optimization problem may thus be written as

Maximize U(X, Y) (A4.1)
subject to the constraint that all income is spent on the two goods:
PyX + PyY =1 (A4.2)

Here, LI( ) is the utility function, X and Y the quantities of the two goods pur-
chased, Py and Py the prices of the goods, and I incorne.!

To determine the individual consummer’s demand for the two goods, we choose
those values of X and Y that maximize (A4.1) subject to (A4.2). When we know

—————

¥
q TC_’ simplify the mathematics, we assume that the utility function is continuous (with continuous
€rvatives) and that goods are infinitely divisible.
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In §3.1, we explain that a utility
function is a formula that
assigns a level of utility to each
market basket.

In §3.2, marginal utility is
described as the additional sat-
isfaction obtained by consum-
ing an additional amount of a
good.
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method of Lagrange multi-
pliers Technique to maxi-
mize or minimize a function
subject to one or more
constraints.

Lagrangian Function to be
maximized or minimized, plus
a variable (the Lagrange multi-
plier) multiplied by the
constraint.
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the particular form of the utility function, we can solve to find the consumer’s
demand for X and Y directly. However, even if we write the utility function in its
general form U(X,Y), the technique of constrained optimization can be used to
describe the conditions that must hold if the consumer is maximizing utility.

The Method of Lagrange Multipliers

The method of Lagrange multipliers is a technique that can be used to maxi-
mize or minimize a function subject to one or more constraints. Because we will
use this technique to analyze production and cost issues later in the book, we
will provide a step-by-step application of the method to the problem of finding
the consumer’s optimization given by equations (A4.1) and (A4.2).

i g 14 First, we write the Lagrangian for the problem. The
Lagrangian is the function to be maximized or minimized (here, ufility is being
maximized), plus a variable which we call A times the constraint (here, the con-
sumer’s budget constraint). We will interpret the meaning of A in a moment. The
Lagrangian is then

@ = U(X,Y) = APxX + PY —1I) (A4.3)
Note that we have written the budget constraint as

PX +PyY —1=0

i.e., as a sum of terms equal to zero. We then insert this sum into the Lagrangian.

, + If we choose values of X and Y that sat-
isfy the budget constraint, then the second term in equation (A4.3) will be zero.
Maximizing will therefore be equivalent to maximizing U (X,Y). By differentiat-
ing ® with respect to X, Y, and A and then equating the derivatives to zero, we
can obtain the necessary conditions for a maximum.? The resulting equations are

ad

_ = - -)/ — A - = 0

X MU (X, ) Py

od

= MU(XY) = APy = 0 (A44)
P

ad

— =P X+ PyY-1=0

dA )

Here as before, MU is short for marginal utility: In other words, MUx(X,Y) =
all(X,Y)/aX, the change in utility from a very small increase in the consumption

of good X.

2. o : e . . . . ies
2 These conditions are necessary tor an “interior” solution in which the consumer consumes positive
amounts of both goods. The solution, however, could be a “corner” solution in which all of one gOOd

and none of the other is consumed.
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3, . & The three equations in (A4.4) can be
rewrtterl d

MU, = AP,
MU)- = /\R

1

I

PX+RY =1

Now we can solve these three equations for the three unknowns. The resulting
v " 7 - 3 )

values of X and Y are the solution to the consumer’s optimization problem: Thei2

are the utility-maximizing quantities. ’

The Equal Marginal Principle

The third equation above i -’ rai i i

he Thelﬁrst ° 70: eis the consuAmen s budget cc.)ns’n aint with which we
started. . vo equations tell us that each good will be consumed up to the
point at which the marginal utility from consumption is a multiple (A) of the

Price of the good, To see the implication of this, we combine the first two condi-
tions to obtain the equal marginal principle:

- MU(X)Y)  MUVX)Y)

w—ﬁ*Px P, (A4.5)
In other \«.'or‘ds., the marginal utility of each good divided by its price is the same
To be optimizing, the consumer must be getting the same utility from the last dollar

spent by consuming either X or Y. If this were not the case, consuming more of one
good and less of the other would increase utility.

. To chqrac?enze tl}e individual’s optimum in more detail, we can rewrite the
information in (A4.5) to obtain

MU\(XrY) _ &

MULXY) " P, (A4.6)

In other words, the ratio of the marginal utilities is equal to the ratio of the prices.

Marginal Rate of Substitution

Zﬁe can L'I‘SE equation (A4.6) to see the link between utility functions and indiffer-
allce culi ves that was spe;lled out in Chapter 3. An indifference curve represents
market baskets that give the consumer the same level of utility. If L[* is a fixed

utility level, the indif ’ ili
by , indifference curve that corresponds to that utility level is given

U(X,Y) = U

As the market baskets are changed by adding small amounts of X and sub-

tracting s 3 in utili
g small amounts of Y, the total change in utility must equal zero. Therefore

MU(X,Y)dX + MUA(X,Y)dYy =dU* =0 (A4.7)

Individual and Market Demand
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=

In §3.3, we show that the mar-
ginal rate of substitution is
equal to the ratio of the mar-
ginal utilities of the two goods
being consumed.
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Rearranging,
_dY/dX = MU\ (X,Y)/MU) (X,},) = MRS\\ (1&;4.8)

where MRSy represents the individual’s marginal rate of substitution of X for
Y. Because the left-hand side of (A4.8) represents the negative of the slope of the
indifference curve, it follows that at the point of tangency, the individual’'s mar-
ginal rate of substitution (which trades off goods while keeping utility constant)
is equal to the individual’s ratio of marginal utilities, which in turn is equal to
the ratio of the prices of the two goods, from (A4.6).°

When the individual indifference curves are convex, the tangency of the indif-
ference curve to the budget line solves the consumer’s optimization problem.
This principle was illustrated by Figure 3.11 in Chapter 3.

Marginal Utility of Income

Whatever the form of the utility function, the Lagrange multiplier A represents
the extra utility generated when the budget constraint is relaxed—in this case by
adding one dollar to the budget. To show how the principle works, we differen-
tiate the utility function U(X,Y) totally with respect to I

dU/dl = MUy, (X,Y)(dX/d1) + MU, (X, )(dY/dI) (A4.9)

Because any increment in income must be divided between the two goods, it fol-
lows that

dl = PydX + PydY (A4.10)

Substituting from (A4.5) into (A4.9), we get
AU/dl = APy (dX/dl) + APW{(dY/dl) = A(PdX + PydY)/dl (A4.11)

and substituting (A4.10) into (A4.11), we get
AU/l = MNPy dX + P, dY)/(Py dX + PydY) = A (A4.12)

Thus the Lagrange multiplier is the extra utility that results from an extra dollar
of income.

Going back to our original analysis of the conditions for utility maximization,
we see from equation (A4.5) that maximization requires that the utility obtained
from the consumption of every good, per dollar spent on that good, be equal to
the marginal utility of an additional dollar of income. If this were not the case,
utility could be increased by spending more on the good with the higher ratio of
marginal utility to price and less on the other good.

* We implicitly assume that the “second-order conditions” for a utility maximum hold. The con-
sumer, therefore, is maximizing rather than minimizing utility. The convexity condition is sufficient
for the second-order conditions to be satisfied. In mathematical terms, the condition is that
d(MRS)/dX < 0 or that dY*/dX* > 0 where —dY/dX is the slope of the indifference curve. Rememnv
ber: diminishing marginal utility is not sufficient to ensure that indifference curves are convex.

An Example

In general, the three equations in (A4.4) can be solved to determine the three
unknowns X, Y, and A as a function of the two prices and income. Substitution
for A then allows us to solve for the demands for each of the two goods in terms

of income and the prices of the two commodities. This principle can be most eas-
ily seen in terms of an example.

A frequently used utility function is the Cobb-Douglas utility function,
which can be represented in two forms:

U(X,Y) = alog(X) + (1 — a) log(Y)

(=]

and
U(X,Y) = Xyl

These two forms are equivalent for the purposes of demand theory because they
both vield the identical demand functions for goods X and Y. We will derive the

demand functions for the first form and leave the second as an exercise for the
student.

To find the demand functions for X and Y, given the usual budget constraint,
we first write the Lagrangian:

® =alog(X) + (1 — a)log(Y) — A(PyX + BY — I)

Now differentiating with respect to X, Y, and A and setting the derivatives equal
to zero, we obtain

dd/aX =a/X — APy =0
ad/aY = (1 —a)/Y ~ APy =0
ad/oA = PyX + PyY — 1 =0

The first two conditions imply that

PX = a/A (A4.13)
BY = (1 —a)/A (A4.14)

C.ombmmg these expressions with the last condition (the budget constraint)
gives us
=]

aA+(1-afA—1=0

or A = 1/1. Now we can substitute this expression for A back into (A4.13) and
(A4.14) to obtain the demand functions:

X = (a/Py)l
Y =[(1 - a)/B]I
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Cobb-Douglas utility function

Utility function U(X,Y) = XY™,

where X and Y are two goods
and a is a constant.
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In §2.3, we explain that the
cross-price elasticity of
demand refers to the percent-
age change in the quantity
demanded of one good that
results from a 1-percent
increase in the price of
another good.

duality Alternative way of
looking at the consumer’s util-
ity maximization decision:
Rather than choosing the
highest indifference curve,
given a budget constraint, the
consumer chooses the lowest
budget line that touches a
given indifference curve.
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In this example, the demand for each good depends only on the price of that
good and on income, not on the price of the other good. Thus, the cross-price
elasticities of demand are 0.

We can also use this example to review the meaning of Lagrange multipliers,
To do so, let’s substitute specific values for each of the parameters in the problem.
Leta =1/2, Py = %1, P, = $2, and I = $100. In this case, the choices that maxi-
mize utility are X = 50 and Y = 25. Also note that A = 1/100. The Lagrange
multiplier tells us that if an additional dollar of income were available to the
consumer, the level of utility achieved would increase by 1/100. This conclusion
is relatively easy to check. With an income of $101, the maximizing choices of the
two goods are X = 50.5 and Y = 25.25. A bit of arithmetic tells us that the origi-
nal level of utility is 3.565 and the new level of utility 3.575. As we can see, the
additional dollar of income has indeed increased utility by .01, or 1/100.

Duality in Consumer Theory

There are two different ways of looking at the consumer’s optimization decision.
The optimum choice of X and Y can be analyzed not only as the problem of
choosing the highest indifference curve—the maximum value of U( )—that
touches the budget line, but also as the problem of choosing the lowest budget
line—the minimum budget expenditure—that touches a given indifference
curve. We use the term duality to refer to these two perspectives. To see how this
principle works, consider the following dual consumer optimization problem:
the problem of minimizing the cost of achieving a particular level of utility:

Minimize Py X + P,Y
subject to the constraint that
uXy)=ur
The corresponding Lagrangian is given by
® = PyX + PyY — p(U(XY) — U (A4.15)

where u is the Lagrange multiplier. Differentiating ® with respect to X, Y, and u
and setting the derivatives equal to zero, we find the following necessary condi-
tions for expenditure minimization:

Py — uMU(X,Y) =0

Py — uMU(X,Y) =0
and

UXy)=ur
By solving the first two equations, we see that
po= [Po/MUX,Y)] = [BR/MU(X,Y)] = 1/
Because it is also true that
MU(X,Y)/MUy (X,Y) = MRSy, = P/ B

the cost-minimizing choice of X and Y must occur at the point of tangency of the
budget line and the indifference curve that generates utility U*. Because this is
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the same point that maximized utility in our original problem, the dual expendi-
ture minimization problem vields the same demand functions that are obtained
from the direct utility maximization problem.

To see how the dual approach works, let’s reconsider our Cobb-Douglas
example. The algebra is somewhat easier to follow if we use the exponential
form of the Cobb-Douglas utility function, U(X,Y) = X"Y!7% In this case, the
Lagrangian is given by

® = PyX + P,Y — p[X7Y T — U] (A4.16)

Differentiating with respect to X, Y, and p and equating to zero, we obtain
Py = pallvX
Py =pn(l — a)U¥Y

Multiplying the first equation by X and the second by Y and adding, we get
PyX + PyY = pll* “

First, we let [ be the cost-minimizing expenditure (if the individual does not
spend all of his income to get utility level U*, U* would not have maximized
utility in the original problem). Then it follows that u = I/U* Substituting in
the equations above, we obtain

X =al/Py and Y =(1 —a)l/Py

These are the same demand functions that we obtained before.

Income and Substitution Effects

The demand function tells us how any individual’s utility-maximizing choices
respond to changes in both income and the prices of goods. It is important, how-
ever, to distinguish that portion of any price change that involves movenient along
an indifference curve from that portion which involves movement to a different indif-
ference curve (and therefore a change in purchasing power). To make this distinc-
tion, we consider what happens to the demand for good X when the price of X
changes. As explained in Section 4.2, the change in demand can be divided into a
substitution effect (the change in quantity demanded when the level of utility is
fixed) and an income effect (the change in the quantity demanded with the level
of utility changing but the relative price of good X unchanged). We denote the
change in X that results from a unit change in the price of X, holding utility con-
stant, by

aX/dPx|y=u-

Thus the total change in the quantity demanded of X resulting from a unit
change in Py is

dX/dPy = 0X/aPy|y=y- + (6X/01)(01/0Py) (A4.17)

The first term on the right side of equation (A4.17) is the substitution effect (because
utility is fixed); the second term is the income effect (because income increases).

From the consumer’s budget constraint, I = PxX + P,Y, we know by differ-
entiation that

al/aPy = X (A4.18)
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In §4.2, the effect of a price
change is divided into an
income effect and a substitution
effect.
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Slutsky equation Formula
for decomposing the effects of
a price change into substitu-
tion and income effects,

Suppose for the moment that the consumer owned goods X and Y. In that case,
equation (A4.18) would tell us that when the price of good X increases by S1, the
amount of income that the consumer can obtain by selling the good increases by
$X. In our theory of the consumer, however, the consumer does not own the
good. As a result, equation (A4.18) tells us how much additional income the con-
sumer would need in order to be as well off after the price change as he was
before. For this reason, it is customary to write the income effect as negative
(reflecting a loss of purchasing power) rather than as a positive. Equation
(A4.17) then appears as follows:

In this new form, called the Slutsky equation, the first term represents the sub-
stitution effect: the change in demand for good X obtained by keeping utility
fixed. The second term is the incoine effect: the change in purchasing power
resulting from the price change times the change in demand resulting from a
change in purchasing power.

An alternative way to decompose a price change into substitution and income
effects, which is usually attributed to John Hicks, does not involve indifference
curves. In Figure A4.1, the consumer initially chooses market basket A on bud-
get line RS. Suppose that after the price of food falls (and the budget line moves
to RT), we take away enough income so that the individual is no better off (and

Clothing
(units Eer
month)

T T Food
(units per month)

The individual initially consumes market basket A. A decrease in the price of food
shifts the budget line from RS to RT. If a suffidient amount of income is taken away
from the individual to make him no better off than he was at A, two conditions must
be met: The new market basket chosen must lie on line segment BT' of budget line
R'T’ (which intersects RS to the right of A) and the quantity of food consumed must
be greater than at A.
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no worse off) than he was before. To do so, we draw a budget line parallel to RT.
1f the budget line passed through A, the consumer would be at least as satisfied as
he was before the price change: He still has the option to purchase market basket
A if he wishes. According to the Hicksian substitution effect, therefore, the bud-
et line that leaves him equally well off must be a line such as R'T’, which is par-
Zuel to RT and which intersects RS at a point B below and to the right of point A.

Revealed preference tells us that the newly chosen market basket must lie on
line segment BT'. Why? Because all market baskets on line segment R'B could
have been chosen but were not when the original budget line was RS. (Recall
that the consumer preferred basket A to any other feasible market basket.) Now
note that all points on line segment BT” involve more food consumption than
does basket A. It follows that the quantity of food demanded increases when-
ever there is a decrease in the price of food with utility held constant. This nega-
tive substitution effect holds for all price changes and does not rely on the
assumption of convexity of preferences that we made in Section 3.1.

Hicksian substitution effect
Alternative to the Slutsky
equation for decomposing
price changes without
recourse to indifference curves.

In §3.4, we explain how infor-
mation about consumer prefer-
ences is revealed through the
consumption choices that con-
sumers make.

In 831, we explain that an
indifference curve is convex if
the marginal rate of substitu-
tion diminishes as we move
down along the curve.

1. Which of the following utility functions are consistent
with convex indifference curves and which are not?
a. U(X,)Y)=2X +5Y

b. U(X)Y) = (XY)?
c. U(X)Y) = Min (X,Y), where Min is the minimum
of the two values of X and Y

4. Sharon has the following utility function:

. Show that the two utility functions given below gener-

ate identical demand functions for goods X and Y:
a. U(X)Y) = log(X) + log(Y)

b. U(X,Y) = (XY)?

. Assume that a utility function is given by Min(X,Y),

as in Exercise 1(c). What is the Slutsky equation that
decomposes the change in the demand for X in
response to a change in its price? What is the income
effect? What is the substitution effect?

where X is her consumption of candy bars, with price

P =1, and Y is her consumption of espressos, with

b, =83

a. Derive Sharon’s demand for candy bars and es-
presso.

b. Assume that her income I = $100. How many
candy bars and how many espressos will Sharon
consume?

¢. What is the marginal utility of income?
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List of Examples

o far, we have assumed that prices, incomes, and other

variables are known with certainty. However, many of the
choices that people make involve considerable uncertainty.
Most people, for example, borrow to tinance large purchases,
such as a house or a college education, and plan to pay for
them out of future income. But for most of us, future incomes
are uncertain. Our earnings can go up or down; we can be pro-
moted or demoted, or even lose our jobs. And if we delay buy-
ing a house or investing in a college education, we risk price
rise increases that could make such purchases less atfordable.
How should we take these uncertainties into account when
making major consumption or investment decisions?

Sometimes we must choose how much risk to bear. What,
for example, should you do with your savings? Should you
invest your money in something safe, such as a savings
account, or something riskier but potentially more lucrative,
such as the stock market? Another example is the choice of a
job or career. Is it better to work for a large, stable company
with job security but slim chance for advancement, or is it bet-
ter to join (or form) a new venture that offers less job security
but more opportunity for advancement?

To answer such questions, we must examine the ways that
people can compare and choose among risky alternatives. We
will do this by taking the following steps:

In order to compare the riskiness of alternative choices, we
need to quantify risk. We therefore begin this chapter by
discussing measures of risk.

We will examine people’s preferences toward risk. Most
people find risk undesirable, but some people find it more
undesirable than others.

We will see how people can sometimes reduce or eliminate
risk. Sometimes risk can be reduced by diversification, by
buying insurance, or by investing in additional information.
In some situations, people must choose the amount of risk
they wish to bear. A good example is investing in stocks or
bonds. We will see that such investments involve trade-
offs between the monetary gain that one can expect and
the riskiness of that gain.




probability Likelihood that
a given outcome will occur.

expected value Probability-
weighted average of the val-
ues associated with all possi-
ble outcomes.

payoff Value associated with
a possible outcome.
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Chapter B

Our offshore oil exploration example had two possible outcomes: Success
vields a pavoff of $40 per share, failure a payoff of $20 per share. Denoting
uprobablht\ of” by Pr, we express the expected value in this case as

1

To describe risk quantitatively, we begin by listing all the possible outcomes of 5
particular action or event as well as the likelihood that each outcome will occur!
Suppose, for example, that you are considering investing in a company that
explores for offshore oil. If the exploration effort is successful the company’s
stock will increase from $30 to $40 per share; if not, the price will fall to $20 per
share. Thus there are two possible future outcomes: a $40-per-share price and a
$20-per-share price.

xpected value = Pr(success)($40/share) + Pr(failure)($20/share)
= (1/4)(540/share) + (3/4)($20/share) = $25/share

More generally, if there are two possible outcomes having payoffs X; and X, and
if the probabilities of each outcome are given by Pr; and Pr,, then the expected
value is

1 E(X) = PryX, + PrX,
Probability (X) = PriX, + ProX,

Probability is the likelihood that a given outcome will occur. In our example, When there are 11 possible outcomes, the expected value becomes
the probability that the oil exploration project is successful might be 1/4 and the
probability that it is unsuccessful 3/4. (Note that the probabilities for all possible |
events must sum to 1.)

Our interpretation of probability can depend on the nature of the uncertain
event, on the beliefs of the people involved, or both. One objective interpretation
of probability relies on the frequency with which certain events tend to occur.
Suppose we know that of the last 100 offshore oil explorations, 25 have suc-
ceeded and 75 failed. In that case, the probability of success of 1/4 is objective
because it is based directly on the frequency of similar experiences. ,

But what if there are no similar past experiences to help measure probability?
In such instances, objective measures of probability cannot be deduced and
more subjective measures are needed. Subjective probability is the perception that
an outcome will occur. This perception may be based on a person’s judgment or
experience, but not necessarily on the frequency with which a particular out-
come has actually occurred in the past. When probabilities are subjectively
determined, different people may attach different probabilities to different out-
comes and thereby make different choices. For example, if the search for oil were
to take place in an area where no previous searches had ever occurred, I might
attach a higher subjective probability than you to the chance that the project will
succeed: Perhaps I know more about the project or I have a better understanding
of the oil business and can therefore make better use of our common informa-
tion. Either different information or different abilities to process the same infor-
mation can cause subjective probabilities to vary among individuals.

Regardless of the interpretation of probability, it is used in calculating two
important measures that help us describe and compare risky choices. One mea-
sure tells us the expected value and the other the variability of the possible outcomes.

E(X) = PriX, + ProXy + - + Pr, X,

Variability

Variability is the extent to which the possible outcomes of an uncertain situation
differ. To see why variability is important, suppose you are choosing between
two part-time sales jobs that have the same expected income ($1500). The first
job is based entirely on commission—the income earned depends on how much
you sell. There are two equally likely payoffs for this job: $2000 for a successful
sales effort and $1000 for one that is less successful. The second job is salaried. It
is very likely (.99 probability) that you will earn $1510, but there is a .01 proba-
bility that the company will go out of business, in which case you would earn
$510 in severance pay. Table 5.1 suminarizes these possible outcomes, their pay-
offs, and their probabilities.

Note that these two jobs have the same expected income. For Job 1, expected
income is .5($2000) + .5($1000) = $1500; for Job 2 it is .99($1510) + .01($510) =
$1500. However, the variability of the possible payoffs is different. We measure
variability by recognizing that large differences between actual and expected
payoffs (whether positive or negative) imply greater risk. We call these differ-
ences deviations. Table 5.2 shows the deviations of the possible incomes from
the expected income from each of the two jobs.

OUTCOME 1 OUTCOME 2

Expected
Probability Income ($} Probability Income (8) Income (3)

Expected Value Job 1: Commission 5 2000 5 11000 1500

Job 2: Fixed salary .99 1510 01 510 1500

The expected value associated with an uncertain situation is a weighted average
of the payoffs or values resulting from all possible outcomes. The probabilities
of each outcome are used as weights. Thus the expected value measures the cen-
tral tendency—that is, the payoff or value that we would expect on average.

OUTCOME 1 DEVIATION OUTCOME 2 DEVIATION
! Some people distinguish between uncertainty and risk along the lines suggested some 60 years
ago by economist Fran}\ Knight. Uncer tainty can refer to 51tuat10r15 in which many outcomes are pos- Job 1 2000 500 1000 — 500
sible but their likelihoods unknown. Risk then refers to situations in which we can list all possﬂDle
outcomes and know the likelihood of each occurring. In this chapter we will always refer to risky sit- Job 2 1510 10 510 —990

uations but will simplify the discussion by using zumnamh/ and risk interchangeably.

Choice Under Uncertainty

variability Extent to which
possible outcomes of an
uncertain event may differ.

deviation Difference
between expected payoff and
actual pavoff.

wd
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AVERAGE
DEVIATION DEVIATION DEVIATION STANDARD
CUTCOME 1 SQUARED OUTCORIE 2 SQUARED SQUARED DEVIATION
Job 1 2000 250,000 1000 250,000 250,000 500
Joh 2 1510 100 510 980,100 9,900 99.50

standard deviation Square
root of the average of the
squares of the deviations of
the payotfs associated with
each outcome from their
expected values.

By themselves, deviations do not provide a measure of variability. Why?
Because they are sometimes positive and sometimes negative, and as yvou can
see from Table 5.2, the average deviation is always 0. To get around this prob-
lem, we square each deviation, vielding numbers that are always positive. We
then measure variability by calculating the standard deviation: the square root
of the average of the squares of the deviations of the pavoffs associated with each
outcome from their expected value.?

Table 5.3 shows the calculation of the standard deviation for our example.
Note that the average of the squared deviations under Job 1 is given by

5(5250,000) + .5($250,000) = $250,000

The standard deviation is therefore equal to the square root of $250,000, or $500.
Likewise, the average of the squared deviations under Job 2 is given by

99($100) + .01($980,100) = $9900

The standard deviation is the square root of $9,900, or $99.50. Thus the second
job is much less risky than the first; the standard deviation of the incomes is
much lower.*

The concept of standard deviation applies equally well when there are many
outcomes rather than just two. Suppose, for example, that the first job vields
incomes ranging from $1000 to $2000 in increments of $100 that are all equally
likely. The second job yields incomes from $1300 to $1700 (again in increments of
$100) that are also equally likely. Figure 5.1 shows the alternatives graphically. (If
there had been only two equally probable outcomes, then the figure would be
drawn as two vertical lines, each with a height of 0.5.)

You can see from Figure 5.1 that the first job is riskier than the second. The
“spread” of possible payoffs for the first job is much greater than the spread for
the second. As a result, the standard deviation of the payoffs associated with the
first job is greater than that associated with the second.

In this particular example, all payoffs are equally likely. Thus the curves
describing the probabilities for eacl1 job are flat. In many cases, however, some

2 For Job 1, the average deviation is .5(5500) + .5(—$500) = 0; for Job 2itis.99($10) + .01(—$990) = 0.
* Another measure of variability, variance, is the square of the standard deviation.

* In general, when there are two outcomes with pavoffs X, and X, occurring with probability Pry
and Pr,, and E(X) is the expected value of the outcomes, the standard deviation is given by o, where

o = Pry[(Xy = E(X)P] + Prof(Xy = E(X))]

Chapter B

Chaice Under Uncertainty

Probability

02 -

Job 2
Y

0.1+~
: _—~Job1
P

\ 2 |
$1000 51500 $2000 Income

The distribution of payoffs associated with Job 1 has a greater spread and a greater
standard deviation than the distribution of payoffs associated with Job 2. Both distri-
butions are flat because all outcomes are equally likely.

payoffs are more likely than others. Figure 5.2 shows a situation in which the
most extreme payotts are the least likely. Again, the salary from Job 1 has a
greater standard deviation. From this point on, we will use the standard devia-
tion of payoffs to measure degree of risk.

Decision Making

Suppose you are choosing between the two sales jobs described in our original
example. Which job would you take? If you dislike risk, you will take the second
job: It ofters the same expected income as the first but with less risk. But suppose

Probability
0.3
0.2 1~
Job 2
P
0.1
- - Job 1
P
v |
(¢ -
$1500 Income

The dist'ribuﬁ.on' of payoffs associated with Job 1 has a greater spread and a greater
standard deviation than the distribution of payoffs associated with Job 2. Both distri-

bt}ﬁons are peaked because the extreme payoffs are less likely than those near the
_middle of the distribution.

el

51




154 Part 2

Producers, Consumers, and Competitive Markets

DEVIATION DEVIATION EXPECTED STANDARD
OUTCOME 1 SQUARED QUTCOMIE 2 SQUARED INCORME DEVIATION
Job 1 2,100 250,000 1,100 250,000 1,600 500
Job 2 1,510 100 510 980,100 1,500 QSW

we add $100 to each of the payoffs in the first job, so that the expected payoff
increases from $1500 to $1600. Table 5.4 gives the new earnings and the squared
deviations.

The two jobs can now be described as follows:

Standard deviation = $500
Standard deviation = $99.50

Job 1:
Tob 2:

Expected income = $1600
Expected income = $1500

Job 1 offers a higher expected income but is much riskier than Job 2. Which job is
preferred depends on the individual. While an aggressive entrepreneur who
doesn’t mind taking risks might choose Job 1, with the higher expected income
and higher standard deviation, a more conservative person might choose the
second job.

People’s attitudes toward risk affect many of the decisions they make. In
Example 5.1 we will see how attitudes toward risk affect people’s willingness to
break the law, and how this has implications for the fines that should be set for
various violations. Then in Section 5.2, we will further develop our theory of
consumer choice by examining people’s risk preferences in greater detail.

3

such as speeding, double-parking, tax evasion, and air polluting.” A person
choosing to violate the law in these ways has good information and can reason-
ably be assumed to be behaving rationally.

Other things being equal, the greater the fine, the more a potential criminal
will be discouraged from committing the crime. For example, if it cost nothing
to catch criminals and if the crime imposed a calculable cost of $1000 on society,
we might choose to catch all violators and impose a fine of $1000 on each. This
practice would discourage people whose benefit from engaging in the activity
was less than the $1000 fine.

In practice, however, it is very costly to catch lawbreakers. Therefore, we
save on administrative costs by imposing relatively high fines (which are no
more costly to collect than low fines), while allocating resources so that only a

g’_ ines may be better than incarceration in deterring certain types of crimes,

* This discussion builds indirectly on Gary S. Becker, “Crime and Punishment: An Economic
Approach,” Journal of Political Economy (March/April 1968): 169-217. See also Mitchell Polinsky emt’i,
Steven Shavell, “The Optimal Tradeoff Between the Probability and the Magnitude of Fines,
American Economic Review 69 (December 1979): 880-91.
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- fraction of the violators are apprehended. Thus the size of the fine that must be
‘ imposed to discourage criminal behavior depends on the attitudes toward risk
of potential violators.

Suppose that a city wants to deter people from double-parking. By double-
parking, a typical resident saves $5 in terms of his own time for en;g,aging in

 activities that are more pleasant than searching for a parking space. If it cost
nothing to catch a double-parker, a fine of just over $5—say, $6—should be

 assessed every time he double-parked. This policy will ensure that the net ben-
efit of double-parking (the 85 benefit less the $6 fine) would be less than zero.
He will therefore choose to obey the law. In fact, all potential violators whose
benefit was less than or equal to $5 would be discouraged, while a few whose

- benefit was greater than $5 (say, someone who double-parks because of an
emergency) would violate the law.

In practice, it is too costly to catch all violators. Fortunately, it's also unnec-
essary. The same deterrence effect can be obtained by assessing a fine of $50
and catching only one in ten violators (or perhaps a fine of $500 with a one-in-
100 chance of being caught). In each case, the expected penalty is $5, i.e.,
[$50][.1] or [$500][.01]. A policy that combines a high fine and a lon prbbabil-
ity of apprehension is likely to reduce enforcement costs. This approach is
especially effective if drivers don’t like to take risks. In our example, a $50 fine
wi‘th a.l probability.of being caught might discourage most people from vio-
lating the law. We will examine attitudes toward risk in the next section.

We used a job example to show how people might evaluate risky outcomes, but
the principles apply equally well to other choices. In this section, we concentrate
on consumer choices generally and on the utility that consumers obtain from
choosing among risky alternatives. To simplify things, we'll consider the utility
that a consumer gets from his or her income—or, more appropriately, the market
Pasket that the consumer’s income can buy. We now measure payoffs, therefore
In terms of utility rather than dollars. I
. Figure 5.3(a) shows how we can describe one woman'’s preferences toward
risk. The curve OF, which gives her utility function, tells us the level of utility (on
the vertical axis) that she can attain for each level of income (measured in thou-
sands of dollars on the horizontal axis). The level of utility increases from 10 to
16 to‘18 as income increases from $10,000 to $20,000 to éS0,000. But note that
marginal utility is diminishing, falling from 10 when income increases from Oto
$10,000, to 6 when income increases from $10,000 to $20,000, and to 2 when
Income increases from $20,000 to $30,000.
‘ Now suppose that our consumer has an income of $15,000 and is consider-
g a new but risky sales job that will either double her income to $30,000 or
Sause it to fall to $10,000. Each possibility has a probability of .5. As Fieure
»3.3.(a) shows, the utility level associated with an income of $10,000 is 18 (at
POlnt.A) and the utility level associated with an income of SS[].,OOO is 18 (at E).
The. risky job must be compared with the current $15,000 job, for which the util-
1ty is 13 (at B).
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In §3.1, we explained that a
utility function assigns a level
of utility to each possible
market basket.

In §3.2, marginal utility is
described as the additional sat-
isfaction obtained by consum-
ing an additional amount of a
good.
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Finally, the consumer in (¢) is risk neutral and indifferent between certain events and uncertain events with the ;
- 7

expected income.

expected utility Sum of the
utilities associated with all
possible outcomes, weighted
by the probability that each
outcome will occur.

To evaluate the new job, she can calculate the expected value of Ithe r.esultmg
income. Because we are measuring value in terms of tl'}e woman'’s utlhty,.;.Ve;
must calculate the expected utility E(11) that she can obtain. Tl‘me expected‘uﬂﬁ‘
is the sum of the utilities associated with all possible oufccn‘n%’s, z.uczglzfed by the probab!
ity that each outconte will occur, In this case expected utility is

E(u) = (1/2)u($10,000) + (1/2)u($30,000) = 0.5(10) + 0.5(18) = 14

Chapier 5

The new, risky job is thus preferred to the original job because the expected util-
ity of 14 is greater than the original utility of 13.

The old job involved no risk—it guaranteed an income of $15,000 and a utility
jevel of 13. The new job is risky but offers both a higher expected income
(20,000) and, more importantly, a higher expected utility. If the woman wishes
to increase her expected utility, she will take the risky job.

Different Preferences Toward Risk

People differ in their willingness to bear risk. Some are risk averge, some risk
loving, and some risk neutral. An individual who is risk averse preters a certain
given income to a risky income with the same expected value. (Such a person
ﬁas a diminishing marginal utility of income.) Risk aversion is the most common
attitude toward risk. To see that most people are risk averse most of the time,
note that most people not only buy life insurance, health insurance, and car
insurance, but also seek occupations with relatively stable wages.

Figure 5.3(a) applies to a woman who is risk averse. Suppose she can have
either a certain income of $20,000, or a job yielding an income of $30,000 with
probability .5 and an income of $10,000 with probability .5 (so that the expected
income is $20,000). As we saw, the expected utility of the uncertain income is
14—an average of the utility at point A (10) and the utility at E (18)—and is
shown by F. Now we can compare the expected utility associated with the risky
job to the utility generated if $20,000 were earned without risk. This latter utility
level, 16, is given by D in Figure 5.3(a). It is clearly greater than the expected util-
ity of 14 associated with the risky job.

" For a risk-averse person, losses are more important (in terins of the change in
utility) than gains. Again, this can be seen from Figure 5.3(a). A $10,000 increase
inincome, from $20,000 to $30,000, generates an increase in utility of two units; a
510,000 decrease in income, from 520,000 to $10,000, creates a loss of utility of six
units.

A person who is risk neutral is indifferent between a certain income and an
uncertain income with the same expected value. In Figure 5.3(c) the utility asso-
ciated with a job generating an income of either 510,000 or $30,000 with equal
probability is 12, as is the utility of receiving a certain incorne of $20,000. As you
can see from the figure, the marginal utility of income is constant for a risk-
neutral person.®

Finally, an individual who is risk loving
fain one, even if the expected v
the certain income. Figure 5.3(

prefers an uncertain income to a cer-
alue of the uncertain income is less than that of
b) shows this third possibility. In this case, the
expected utility of an uncertain income, which will be either 510,000 with proba-
bility .5 or $30,000 with probability .5, is higher than the utility associated with a
certain income of $20,000. Numerically,

E(1) = 51(510,000) + 51($30,000) = 5(3) + 5(18) = 105 > 1($20,000) = 8

Of course some people may be averse to some risks and act like risk lovers
with respect to others. For example, many people purchase life insurance and
e conservative with respect to their choice of jobs, but still enjoy gambling.

———

6
Thus when people are risk neutral, the income they earn can be used

A government policy that doubles incomes would then also doubl
Sovernment policies that alter the risks that people f.
would not affect their well-being. Risk neutrality
might be associated with the effects of government

as an indicator of well-being,
e their utility. At the same time,
ace, without changing their expected incomes,
allows a person to avoid the complications that
al actions on the riskiness of outcomes.
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risk averse Preferring a cer-
tain income to a risky income
with the same expected value.

risk neutral Being indiffer-
ent between a certain income
and an uncertain income with
the same expected value.

risk loving  Preferring a
risky income to a certain
income with the same
expected value.
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risk premium Maximum
amount of money that a risk-
averse person will pay to

avoid taking a risk.
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Some criminologists might describe criminals as risk lovers, especially if they
commit crimes despite a high prospect of apprehension and punishment. ExceF;t
for such special cases, however, few people are risk loving, at least with respect
to major purchases or large amounts of income or wealth.

The risk premium is the maximum amount of money that a
risk-averse person will pay to avoid taking a risk. In general, the magnitude of
the risk premium depends on the risky alternatives that the person faces. To

determine the risk premium, we have reproduced the utility function of Figure -
5.3(a) in Figure 5.4 and extended it to an income of $40,000. Recall that an
expected utility of 14 is achieved by a woman who is going to take a risky job
with an expected income of $20,000. This outcome is shown graphically by
drawing a horizontal line to the vertical axis from point F, which bisects straight
line AE (thus representing an average of $10,000 and $30,000). But the utility i
level of 14 can also be achieved if the woman has a certain income of $16,000, as
shown by dropping a vertical line from point C. Thus the risk premium of $4000,
given by line segment CF, is the amount of expected income (520,000 minus
$16,000) that she would give up in order to remain indifferent between the risky .
job and the safe one.

-

nd Income The extent of an individual’s risk aversion

being equal, risk-averse people prefer a smaller variability of outcomes. We saw
that when there are two outcomes—an income of $10,000 and an income of:
$30,000—the risk premium is $4000. Now consider a second risky job, involvinga
5 probability of receiving an income of $40,000 and, as shown in Figure 5.4, witha

Utility
20
18

14

10

The risk premium,

between a risky choice and a certain one. Here, the risk premium is $4000
point C) gives her the same expected utility
probability of being at point E) that has an expected value of $20,000.

Income ($1000)

individual would give up to leave her indifferent
because a certain income of $16,000 (at
(14) as the uncertain income (a .5 probability of being at point A and a 3

CF, measures the amount of income that an
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utility level of 20; al.id a .5 probability of getting an income of 50, with a utility level
of 0. The expected income is again 520,000, but the expected utility is 0111\,;10:

10

Expected utility = .5u(50) + .51($40,000) = 0 + .5(20)

Because the utility of having a certain income of $20,000 is 16, our consumer
Joses 6 units of utility if she is required to accept the job. The risk premium in this
case is equal to $10,000 because the utility of a certain income of $10,000 is 10:
She is willing to give up 510,000 of her $20,000 expected income to ensure a cer-
tain incomg of 10,000 with the same level of expected utility. Thus the greater
the variability, the more a person is willing to pay to avoid a risky situation.

Risk Land 28 We can also describe the extent
of a person’s risk aversion in terms of indifference curves that relate expected
income to the variability of income, where the latter is measured by the standard
deviation. Figure 5.5 shows such indifference curves for two individuals, one
who is very risk averse and another who is only slightly risk averse. Each indif-
ference curve shows the combinations of expected income and standard devia-
tion of income that give the individual the same amount of utility. Observe that
all of the indifference curves are upward sloping: Because risk is undesirable, the
greater the amount of risk, the greater the expected income needed to make the
individual equally well off.

F'igure 5.5'(a) describes an individual who is highly risk averse. Observe that
an increase in the standard deviation of income requires a large increase in
e)fpected income to leave this person equally well off. Figure 5.5(b) applies to a
s'hghtl_y. risk-averse person. In this case, a large increase in the standard devia-
tion of income requires only a small increase in expected income.

In §3.1, we define an indiffer-
ence curve to be all market
baskets that generate the same
level of satisfaction for a
consumer.

Expected

Expected
Income P

Income

Standard Deviation of Income

(a)

Standard Deviation of Income

(b)

Pa . 1. . .
: rttli(ra) aplphes to a person who is h'lghly risk averse: An increase in this individual’s standard deviation of income
quires a large increase in expected income if he is to remain equally well off. Part (b} applies to a person who is only

slightly risk averse: An increase i iati i
5 ' : ease in the standard deviation of income requires only a small i in ex i
i he ie to remaim acially oot o q y increase in expected income
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We will return to the use of indifference curves as a means of describing rigk

aversion in Section 5.4, where we discuss the demand for risky assets. Firsy

however, we will turn to the ways in which an individual can reduce risk.

re business executives more risk loving than most people? When they are
&presented with alternative strategies, some risky, some safe, which.do they
choose? In one study, 464 executives were asked to respond to a questionnaire
describing risky situations that an individual might face as vice p1:esident of 3
hypothetical company.” Respondents were presented with‘ four risky events,
each of which had a given probability of a favorable and unfavorable outcome:
The payoffs and probabilities were chosen so that each event had the same
expected value. In increasing order of the risk involved (as measured by the
difference between the favorable and unfavorable outcomes), the four items
were:

1. Alawsuit involving a patent violation
2. A customer threat concerning the supplying of a competitor
3. Aunion dispute

4. Ajoint venture with a competitor

To gauge their willingness to take or avoid 1isks, researchers asked respondents
a series of questions. In different situations, they could opt to delay a choice, to
collect information, to bargain, or to delegate a decision. Each option permitted

respondents to avoid taking risks or to modify the risks that they would take
later. . . .

The study found that executives vary substantially in their preferences
toward risk. Roughly 20 percent indicated that they were relatively neutral

toward risk; 40 percent opted for the more risky alternatives; and 20 percent -

were clearly risk averse (20 percent did not respond). More importantly,‘execu-
tives (including those who chose risky alternatives) typically made efforts to
reduce or eliminate risk, usually by delaying decisions and collecting more
information. -

In general, risk can arise when the expected gain is either positive (e.g., 2
chance for a large reward versus a small one) or negative (e.g., a chance fora

large loss or for no loss). The study found that differing preferences toward risk

depended on whether a given risk involved gains or losses. In general, those

who liked risky situations did so when losses were involved. (Perhaps they

were willing to gamble against a large loss in the hope. of breaking even.)

However, when the risks involved gains, the same executives were more Coll:
. . - . Ter S

servative, opting for the less risky alternatives.

=

7 This example is based on Kenneth R. MacCrimmon and Donald A. Wehrung, “The Risk In®

Basket,” Journal of Business 57 (1984): 367-87.

¥ Interestingly, some people treat the risk of a small gain in income very differently from the risk t?f;
small loss. Prospect theory, developed by psychologists Daniel I_(almeman. qnd A:lmos Tversky, }}elgj_g
explain this phenomenon. See “Rational Choice and the Framing of Decisions,” Journal of Business

(1986): 5251-78, and “Prospect Theory: An Analysis of Decision under Risk,” Econometrica 17 (1979

263-92.
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alternatives that suggest risk-loving rather than risk-averse behavior. In the face
of a broad variety of risky situations, however, people are generally risk averse.
In this section, we describe three ways by which consumers and managers com-
monly reduce risks: diversification, insurance, and obtaining more inforination about
choices and payoffs.

piversification

Recall the old saying, “Don’t put all your eggs in one basket.” Ignoring this
advice is unnecessarily risky: If your basket turns out to be a bad bet, all will be
lost. Instead, one can reduce risk through diversification: allocating one’s
resources to a variety of risky situations.

Suppose, for example, that you plan to take a part-time job selling appliances
on a commission basis. You can decide to sell only air conditioners or only
heaters, or you can spend half your time selling each. Of course, you can’t be
sure how hot or cold the weather will be next year. How should you apportion
vour time in order to minimize the risk involved in the job?

" Risk can be minimized by diversification—by allocating your time so that you
sell two or more products (whose sales are not closely related) rather than a sin-
gle product. Suppose there is a 0.5 probability that it will be a relatively hot year,
and a 0.5 probability that it will be cold. Table 5.5 gives the earnings that you can
make selling air conditioners and heaters.

If you sell only air conditioners or only heaters, your actual income will be
either $12,000 or $30,000, but your expected income will be $21,000
(.5[530,000] + .5{%12,000]). But suppose you diversify by dividing your time
evenly between the two products. In that case, your income will certainly be
$21,000, regardless of the weather. If the weather is hot, vou will earn $15,000
from air conditioner sales and $6000 from heater sales; if it is cold, you will earn
%6000 from air conditioners and $15,000 from heaters. In this instance, diversifi-
cation eliminates all risk.

Of course, diversification is not always this easy. In our example, heater and
air conditioner sales are negatively correlated—they tend to move in opposite
directions. In other words, whenever sales of one are strong, sales of the other
are weak. But the principle of diversification is a general one: As long as you can
allocate your resources toward a variety of activities whose outcomes are of
closely related, you can eliminate some risk.

Th

inv

‘lcet Diversification is especially important for people who

est in the stock market. On any given day, the price of an individual stock can
g0 up or down by a large amount, but some stocks rise in price while others fall.

HOT WEATHER COLD WEATHER
Air canditioner sales 30,000 12,000
Heater sales 12,000 30,000

As the recent growth in state lotteries shows, people sometimes choose risky
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diversification "Reducing
risk by allocating resources to
a variety of activities whose
outcomes are not closely
related.

negatively correlated Having
a tendency to move in oppo-
site directions (said of two
variables).

1
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positively correlated Having
a tendency to move in the
same direction.
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An individual who invests all her money in a single stock (i.e., puts all her eggg
in one basket) is therefore taking much more risk than is necessary. Risk can be
reduced—although not eliminated—Dby investing in a portfolio of ten or tweng
different stocks. Equivalently, you can diversify by buying shares in iiutyg)
funds: organizations that pool funds of individual investors to buy a large num-
ber of different stocks.

In the case of the stock market, not all risk is diversifiable. Although some
stocks go up in price when others go down, stock prices are to some extent posi.
tively correlated: they tend to move in the same direction in response to changes
in economic conditions. For example, the onset of a severe recession, which is
likely to reduce the profits of many companies, may be accompanied by a
decline in the overall market. Even with a diversified portfolio of stocks, there-
fore, you still face some risk.

Insurance

We have seen that risk-averse people are willing to pay to avoid risk. In fact, if.
the cost of insurance is equal to the expected loss (e.g., a policy with an expected
loss of $1000 will cost $1000), risk-averse people will buy enough insurance to
recover fully from any financial losses they might suffer.

Why? The answer is implicit in our discussion of risk aversion. Buying insur-
ance assures a person of having the same income whether or not there is a loss.
Because the insurance cost is equal to the expected loss, this certain income is
equal to the expected income from the risky situation. For a risk-averse con-
sumer, the guarantee of the same income regardless of the outcome generates
more utility than would be the case if that person had a high income when there
was no loss and a low income when a loss occurred.

To clarify this point, let's suppose a homeowner faces a 10-percent probability
that his house will be burglarized and he will suffer a $10,000 loss. Let’s assume
he has $50,000 worth of property. Table 5.6 shows his wealth in two situations—
with insurance costing $1000 and without insurance.

Note that expected wealth is the same ($49,000) in both situations. The vari
ability, however, is quite different: As the table shows, with no insurance the
standard deviation of wealth is $3000, whereas with insurance it is 0. If there is
no burglary, the uninsured homeowner gains $1000 relative to the insured
homeowner. But with a burglary, the uninsured homeowner loses $9000 relative
to the insured homeowner. Remember: for a risk-averse individual, losses count
more (in terms of changes in utility) than gains. A risk-averse homeowner, there-
fore, will enjoy higher utility by purchasing insurance.

The Law of Large Numbers Consumers usually buy insurance from com-
panies that specialize in selling it. Insurance companies are firms that offer
insurance because they know that when they sell a large number of policies,

INSURANCE BURGLARY (PR = .1} NOBURGLARY (PR = .9} EXPECTED WEALTH STANDARD DEVIATION

No 40,000

50,000 49,000 3,000

Yes

49,000

48,000 49,000 0 :
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they face relatively little risk. The ability to avoid risk by operating on a large
scale is based on the lnw of large nuinbers, which tells us that although single
events may be random and largely unpredictable, the average outcome of many
similar events can be predicted. For example, I may not be able to pl'ediét
whether a coin toss will come out heads or tails, but I know that when many
cains are flipped, approximately half will turn up heads and half tails. Likewise,
if [am selling automobile insurance, I cannot predict whether a particular driver
will have an accident, but [ can be reasonably sure, judging from past experi-
ence, about how many accidents a large group of drivers will have.

irness By operating on a large scale, insurance companies can
assure themselves that over a sufficiently large number of events, total premi-
ums paid in will be equal to the total amount of money paid out. Let’s return to
our burglary example. A man knows that there is a 10-percent probability that
his house will be burgled; if it is, he will suffer a $10,000 loss, Prior to facir{g this
risk, he calculates the expected loss to be $1000 (.10 X $10,000). There is, how-
ever, substantial risk involved, because there is a 10-percent probability of a large
loss. Now suppose that 100 people are similarly situated and that all of them
buy burglary insurance from an insurance company. Because they all face a 10-
percent probability of a $10,000 loss, the insurance company might charge each
of them a premium of $1000. This $1000 premium generates an insurance fund
of $100,000 from which losses can be paid. The insurance company can rely on
the law of large numbers, which holds that the expected loss to the 100 individu-
als as a whole is likely to be very close to $1000 each. The total payout, therefore,
will be close to $100,000, and the company need not worry about losing more
than that. )

When the insurance premium is equal to the expected payout, as in the exam-
ple above, we say that the insurance is actuarially fair. Because they must cover
administrative costs and make some profit, however, insurance con&panies typi-
cally charge premiums above expected losses. If there are a sufficient number of
insurance companies to make the market competitive, these premiums will be
close to actuarially fair levels. In some states, however, insurance premiums are
regulated. Usually the objective is to protect consumers from “excessive” premi-

ums. We will examine government regulation of markets in detail in Chapters 9
and 10 of this book.

Suppose a family is buying its first house. They know that to close the sale,
they'll need a deed that gives them clear “title.” Without such a clear title,
there is always a chance that the seller of the house is not its trie owner. Of
course, the seller could be engaging in fraud but is more likely to be unaware of
the exact nature of his or her ownership rights. For example, the owner may
have borrowed heavily, using the house as “collateral” for the loan. Or the
Property might carry with it a legal requirement that limits the use to which it
may be put.

Suppose our family is willing to pay $200,000 for the house but believes
there is a one-in-twenty chance that careful research will reveal that the seller
does not actually own the property. The property would then be worth noth-
Ing. If there were no insurance available, a risk-neutral family would bid at
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actuarially fair Situation in
which an insurance premium
is equal to the expected payout.
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value of complete information
Difference between the
expected value of a choice
when there is complete
information and the expected
value when information is
incomplete.
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most $190,000 for the property (.95[$200,000] + .05[0]). However, a famjj,
that expects to tie up most of its assets in a house would probably be risk averg,
and, therefore, bid much less to buy the house—say, $150,000. ,

In situations such as this, it is clearly in the interest of the buyer to be Sure
that there is no risk of a lack of full ownership. The buyer does this by purchag.
ing “title insurance.” The title insurance company researches the history of the
property, checks to see whether any legal liabilities are attached to it, and gep.
erally assures itself that there is no ownership problem. The insurance cop
pany then agrees to bear any remaining risk that might exist.

Because the title insurance company is a specialist in such insurance and cap
collect the relevant information relatively easily, the cost of title insurance j;
often less than the expected value of the loss involved. A fee of $1,000 for title
insurance is not unusual, and the expected loss can be substantially higher. It i
also in the interest of sellers to provide title insurance, because all but the mogt
risk-loving buyers will pay much more for the house when it is insured thap
when it is not. In fact, most states require sellers to provide title insurance
before a sale can be completed. In addition, because mortgage lenders, too, are
concerned about such risks, they usually require new buyers to have title insyr
ance before they will issue a mortgage.

The Value of Information

People often make decisions based on limited information. If more information
were available, one could make better predictions and reduce risk. Becauss
information is a valuable commodity, people will pay for it. The value of com-
plete information is the difference between the expected value of a choice when
there is complete information and the expected value when information is
incomplete.

To see how valuable information car be, suppose you are a store manager and
must decide how many suits to order for the fall season. If you order 100 suits,
vour cost is $180 per suit. If you order only 50 suits, your cost increases to $200.
You know that you will be selling suits for $300 each, but you are not sure what
total sales will be. All suits not sold can be returned, but for only half of what
you paid for them. Without additional information, you will act on your belief
that there is a .5 probability that 100 suits will be sold and a .5 probability that
sales will be 50. Table 5.7 gives the profit that you would earn in each of these
two cases.

Without additional information, you would choose to buy 100 suits if you
were risk neutral, taking the chance that your profit might be either $12,000 or
$1500. But if you were risk averse, you might buy 50 suits: In that case, you
would know for sure that your profit would be $5000.

EXPECTED
SALES OF 50 SALES GF 100 PROFIT
Buy 50 suits 5,000 5,000 5,000
Buy 100 suits 1,500 12,000 6,750

Chapter 5

with complete information, you can place the correct order regardless of
future sales. If Sale§ were going to be 50 and vou ordered 50 suits, your profits
would be $5000. If, on the pther hand, sales were going to be 100 and you
grdered 100 suits, your profits V\"ould be $12,000. Because both outcomes are
equally likely, your expected profit with complete information would be $8500.
The value of information is cornputed as

Expected value with complete information: $8500
Less: Expected value with uncertainty (buy 100 suits): — 56750
Value of complete information $1750

Thus it is worth paying up to $1750 to obtain an accurate prediction of sales.
Even though forecasting is inevitably imperfect, it may be worth investing in a
marketing study that provides a reasonable forecast of next year’s sales.

istorically, the U.S. dairy industry has allocated its advertising expendi-
Htures more or less uniformly throughout the vear.” But per capita con-
sumption of milk has declined over the years—a situation that has stirred pro-
ducers to look for new strategies to encourage milk consumption. One strategy
would be to increase advertising expenditures and to continue advertising at a
uniform rate throughout the year. A second strategy would be to invest in mar-
ket research in order to obtain more information about the seasonal demand for
milk; marketers could then reallocate expenditures so that advertising was
most intense when the demand for milk was greatest.

Research into milk demand shows that sales follow a seasonable pattern,
with demand greatest during the spring and lowest during the summer and
early fall. The price elasticity of milk demand is negative but small and the
income elasticity positive and large. Most important is the fact that milk adver-
tising has the most effect on sales when consumers have the strongest prefer-
ence for the product (March, April, and May) and least when preferences are
weakest (August, September, and October).

In this case, the cost of obtaining seasonal information about milk demand is
relatively low and the value of the information substantial. To estimate this
value, we can compare the actual sales of milk during a typical year with sales
levels that would have been reached had advertising expenditures been made
in proportion to the strength of seasonal demand. In the latter case, 30 percent
of the advertising budget would be allocated in the first quarter of the year and
only 20 percent in the third quarter.

Making these calculations for the New York metropolitan area shows that
the value of information—the value of the additional annual milk sales—was
about $4 million. This figure corresponds to a 9-percent increase in the profit to
producers.

——
kd .
This example is based on Henry Kinnucan and Olan D. Forker, “Seasonality in the Consumer

Response to Milk Advertising with Implications for Milk Promotion Policy,” American Journal of
Agricultural Economics 68 (1986): 562-71.
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In §4.4, we define the price
elasticity of demand as the per-
centage change in quantity
demanded resulting from a
1-percent change in the price
of a good.
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asset Something that pro-
vides a flow of money or
services to its owner.

risky asset Asset that
provides an uncertain flow
of money or services to its
owner.
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Most people are risk averse. Given a choice, they prefer fixed monthly incomes
to those which, though equally large on average, fluctuate randomly fropy
month to month. Yet many of these same people will invest all or part of thejr
savings in stocks, bonds, and other assets that carry some risk. Why do risk:
averse people invest in the stock market and thereby risk losing part or all of
their investments?™® How do people decide how much risk to bear when making
investments and planning for the future? To answer these questions, we must
examine the demand for risky assets.

Assets

An asset is something that provides a flotw of money or services to its owner. A home,
an apartment building, a savings account, or shares of General Motors stock are
all assets. A home, for example, provides a flow of housing services to its owner,
and if the owner did not wish to live there, could be rented out, thereby provid-
ing a monetary flow. Likewise, apartments in an apartment building can be
rented out, providing a flow of rental income to the owner of the building. A
savings account pays interest (usually every day or every month), which is us
ally reinvested in the account. ;
The monetary flow that one receives from asset ownership can take the formof
an explicit payment, such as the rental income from an apartment building: Every
month, the landlord receives rent checks from the tenants. Another form of ex-
plicit payment is the dividend on shares of common stock: Every three months .
the owner of a share of General Motors stock receives a quarterly dividend payment.
But sometimes the monetary flow from ownership of an asset is implicit: It
takes the form of an increase or decrease in the price or value of the asset. An
increase in the value of an asset is a capital gain, a decrease a capital loss. For
example, as the population of a city grows, the value of an apartment building
may increase. The owner of the building will then earn a capital gain beyond the
rental income. The capital gain is unrealized until the building is sold becauseno
money is actually received until then. There is, however, an implicit monetary
flow because the building could be sold at any time. The monetary flow from
owning General Motors stock is also partly implicit. The price of the stock
changes from day to day, and each time it does, owners gain or lose.

Risky and Riskless Assets

A risky asset provides a monetary flow that is at least in part randoni. In other
words, the monetary flow is not known with certainty in advance. A share of
General Motors stock is an obvious example of a risky asset: You cannot know
whether the price of the stock will rise or fall over time, nor can you even be sure
that the company will continue to pay the same (or any) dividend per share.
Although people often associate risk with the stock market, most other assets ar¢
also risky.

W Most Americans have at least some money invested in stocks or other risky assets, though often ;
indirectly. For example, many people who hold full-time jobs have shares in pension funds under
written in part by their own salary contributions and in part by employer contributions. Usualls
such funds are invested partly in the stock market.
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An apartment building is one example. You cannot know how much land val-
ues will rise or fall, whether the building will be fully rented all the time, or even
whether the tenants will pay their rents promptly. Corporate bonds are another
example—the issuing corporation could go bankrupt and fail to pay bond own-
ers their interest and principal. Even long-term U.S. government bonds that
mature in 10 or 20 years are risky. Although it is highly unlikely that the federal
government will go bankrupt, the rate of inflation could unexpectedly increase
and make future interest payments and the eventual repayment of principal
worth less in real terms, thereby reducing the value of the bonds.

In contrast, a riskless (or risk-free) asset pays a monetary flow that is known
with certainty. Short-term U.S. government bonds—called Treasury bills—are
riskless, or almost riskless. Because these bonds mature in a few months, there is
very little risk from an unexpected increase in the rate of inflation. You can also
pbe reasonably confident that the U.S. government will not default on the bond
(i.e., refuse to pay back the holder when the bond comes due). Other examples of
riskless or almost riskless assets include passbook savings accounts and short-
term certificates of deposit.

Asset Returns

People buy and hold assets because of the morietary flows they provide. To com-
pare assets with each other; it helps to think of this monetary flow relative to an
asset’s price or value. The return on an asset is the total monetary flow it yields—
including capital gains or losses—as a fraction of its price. For example, a bond
worth $1000 today that pays out $100 this year (and every year) has a return of
10 percent11 If an apartmient building was worth $10 million last year, increased
in value to $11 million this year, and also provided rental income (after
expenses) of $0.5 million, it would have yielded a return of 15 percent over the
past year. If a share of General Motors stock was worth $80 at the beginning of
the year, fell to $72 by the end of the year, and paid a dividend of $4, it will have
yielded a return of —5 percent (the dividend yield of 5 percent less the capital
loss of 10 percent).

When people invest their savings in stocks, bonds, land, or other assets, they
}lsually hope to earn a return that exceeds the rate of inflation, so that by delay-
ing consumption, they could buy more in the future than they could by spending
’fxll their income now. Thus we often express the return on an asset in real—i.e.,
inflation-adjusted—terms. The real return on an asset is its simple (or nominal)
£eturn less the rate of inflation. For example, with an annual inflation rate of
2 percent, our bond, apartment building, and share of GM stock have yielded
real returns of 5 percent, 10 percent, and — 10 percent, respectively.

Expec%ed versus Acfual Returns Because most assets are risky, an
Investor cannot know in advance what returns they will yield over the coming
year. For example, our apartment building might have depreciated in value

———

hid

atgs};eirllﬁzjaclezuof; bpnd }often chellnges during the course of a year. If the bond appreciates (or depreci-

nition o7 W?” Aur:'lig the year, its return will be greater (or‘ less) thE{n 10 percent. In addition, the def-

Ometin. uLS )c111 given above should not be conqued with the ”{nternal rate of return,” which is

e ed to compare monetary tflows occurring over some time. We discuss other return mea-
in Chapter 15, when we deal with present discounted values.
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riskless (or risk-free) asset
Asset that provides a flow of
money or services that is
known with certainty.

return Total monetary flow
of an asset as a fraction of its
price.

real return Simple (or nomi-
nal) return on an asset, less the
rate of inflation.
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expected return  Return that

an asset should earn on average.

actual return Return that an
asset earns.
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Treasury bills, only in stocks, or in some combination of the two. As we will see,

this problem is analogous to the consumer’s problem of allocating a budget
RISK petween purchases of food and clothing.
REAL RATE OF (STANDARD Let's denote the risk-free return on the Treasury bill by R;. Because the return
RETURN (%) DEVIATION, %) is risk free, the expected and actual returns are the same. In addition, let the
L,xpecfgd return from investing in the stock market be R, and the actual return be
Common stacks (S&P 500) 35 202 r.. The actual return is risky. At the time of the investment decision, we know
Long-term corporate bonds 27 8.3 tﬁe set of possible outcomeﬁ and thellikelihood of each, but we do not know
, : hat particular outcome will occur. The risky asset will have a higher expected
U5 Treasury bil 00 i ;:elt:jrnpthan the risk-free asset (R,, > R;). Otherwise, risk-averse investors I'\)vould

puy only Treasury bills and no stocks would be sold.

instead of appreciating, and the price of GM stock might have risen instead of
falling. However, we can still compare assets by looking at their expected
returns. The expected return on an asset is tie expected value of its returin, e, the
return that it should earn on average. In some years, an asset’s actual return
may be much higher than its expected return and in some years much lower,
Over a long period, however, the average return should be close to the expected
return.

Different assets have different expected returns. Table 5.8, for exainple, shows
that while the expected real return of a U.S. Treasury bill has been less than 1
percent, the expected real return on a group of representative stocks on the New
York Stock Exchange has been more than 9 percent.”” Why would anyone buy a
Treasury bill when the expected return on stocks is so much higher? Because the
demand for an asset depends not just on its expected return, but also on its risk:
Although stocks have a higher expected return than Treasury bills, they also
carry much more risk. One measure of risk, the standard deviation of the real
annual return, is equal to 20.2 percent for common stocks, 8.3 percent for corpo-
rate bonds, and only 3.2 percent for U.S. Treasury bills.

The numbers in Table 5.8 suggest that the higher the expected return on an
investment, the greater the risk involved. Assuming that one’s investments are
well diversified, this is indeed the case.'? As a result, the risk-averse investor
must balance expected return against risk. We examine this trade-off in more
detail in the next section.

The I ¢ To determine how much money the investor
should put in each asset, let's set b equal to the fraction of her savings placed in
the stock market and (1 — b) the fraction used to purchase Treasury bills. The
expected return on her total portfolio, R,, is a weighted average of the expected

‘17/
return on the two assets:'

R,” = me + (1 - b)R,‘ (5-1)

Suppose, for example, that Treasury bills pay 4 percent (R, = .04), the stock
market’s expected return is 12 percent (R,, = .12),and b = 1/2. Then R, = 8 per-
cent. How risky is this portfolio? One measure of its riskiness is the standard
deviation of its return. We will denote the standard deviation of the risky stock
market investment by o,,. With some algebra, we can show that the standard
deviation of the portfolio, o, (with one risky and one risk-free asset) is the fraction
of the portfolio invested in the risky asset times the standard deviation of that
asset:'®

o, = bo, (5.2)

The Investor's Choice Problem

We have still not determined how the investor should choose this fraction b. To
do so, we must first show that she faces a risk-return trade-off analogous to a
consumer’s budget line. To identify this trade-off, note that equation (5.1) for the
expected return on the portfolio can be rewritten as

The Trade-Off Between Risk and Return

Suppose a woman wants to invest her savings in two assets—Treasury bills,
. . - . N 1

which are almost risk free, and a representative group of stocks.!* She must

decide how much to invest in each asset. She might, for instance, invest only in

R, = R, + bR, — R;)

15
The expected value of the sum of two variables is the sum of the expected values. Therefore
Rz! = E{bl‘,”} + E[<1 - b)R,‘} = bE["m] + (1 - b)Rr = bR, — (1 - b)R
1 ’ ; ’ ‘ :
"To see why, we observe from footnote 4 that we can write the variance of the portfolio return as

o} =E[br, + (1 - bR, — R’

2 . . c . . -

2 For some stocks, the expected return is higher, and for some it is lower. Stocks of smaller compa-
nies (e.g., some of those traded on the NASDAQ) have higher expected rates of return—and higher
return standard deviations.

Y1t is nondiversifiable risk that matters. An individual stock may be very risky but still have a low
expected return because most of the risk could be diversified away by holding a large number of
such stocks. Nondiversifiable risk, which arises from the fact that individual stock prices are correlated
with the overall stock market, is the risk that remains even if one holds a diversified portfolio of

Substituting equation (5.1) for the expected return on the portfolio, R,, we have

stocks. We discuss this point in detail in the context of the Capital Asset Pricing Model in Chapter 15. R B 3 . Y

» csenss s pomt n e omer m e e 0} = E[br,, + (1= R, = bR,, — (1 = D)R;F* = E{b(r, — R,)F* = bio}
The easiest way to invest in a representative group of stocks is to buy shares in a mutual fund.

Because a mutual fund invests in many stocks, one effectively buys a portfolio. Because the standard deviation of a random variable is the square root of its variance, o, = ba,

Choice Under Uncertainty 169

In §3.2, we explain how a bud-
get line is determined from an
individual’s income and the
prices of the available goods.
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price of risk  Extra risk that an
investor must incur to enjoy a
higher expected return.
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Now, from equation (5.2) we see thatb = 7,/0,, SO that

(5.3)

P
O-IH

foy=1

K « get Line This equation is a budget line because it describes
the trade-off between risk (o) and expected return (R,). Note that it is the equation
for a straight line: Because R,, Ry, and o,, are constants, the slope (R,, — Ry)/o,
is a constant, as is the intercept R,. The equation says that the expected return oy
the portfolio R, increases as the standard deviation of that return o, increases. We call
the slope of this budget line, (R,, — R;)/a,,, the price of risk because it tells us
how much extra risk an investor must incur to enjoy a higher expected return,

The budget line is drawn in Figure 5.6. If our investor wants no risk, she can
invest all her funds in Treasury bills (b = 0) and earn an expected return Ry. To
receive a higher expected return, she must incur some risk. For example; she
could invest all her funds in stocks (b = 1), earning an expected return R, but

Expected U
Return, R, °
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] Standard
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An investor is dividing her funds between two assets—Treasury bills, which are risk
free, and stocks. The budget line describes the trade-off between the expected refurn.
and its riskiness, as measured by its standard deviation. The slope of the budget line.
is(R,, — R;)/o,,, which s the price of risk. Three indifference curves are drawn, each
showing combinations of risk and return that leave an investor equally satisfied. The
curves are upward-sloping because a risk-averse investor will require a higher
expected return if she is to bear a greater amount of risk. The utility-maximizing
investment portfolio is at the point where indifference curve U, is tangent to the
budget line. :

4
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incurring @ standard deviation o,. Or she might invest some fraction of her
funds in each type of asset, earning an expected return somewhere between R;
and R, and facing a standard deviation less than o, but greater than zero.

Risk ie g. Figure 5.6 also shows the solution to the in-
vestor’s problem. Three indifference curves are drawn in the figure. Each curve
Jescribes combinations of risk and return that leave the investor equally satisfied.
The curves are upward-sloping because risk is undesirable. Thus with a greater
amount of risk, it takes a greater expected return to make the investor equally
well-off. The curve U yields the greatest amount of satisfaction and U, the least
amount: For a given amount of risk, the investor earns a higher expected return
on U; than on U, and a higher expected return on U, than on U,.
Of the three indifference curves, the investor would prefer to be on Us. This
osition, however, is not feasible, because U; does not touch the budget line.
Curve LI, is feasible, but the investor can do better. Like the consumer choosing
quantities of food and clothing, our investor does best by choosing a combina-
tion of risk and return at the point where an indifference curve (in this case Ll,) is
tangent to the budget line. At that point, the investor’s return has an expec_ted
value R* and a standard deviation o*.
Naturally, people differ in their attitudes toward risk. This fact is illustrated in
Figure 5.7, which shows how two different investors choose their portfolios.

Expected
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Investor A is highly risk averse. Because his portfolio will consist mostly of the risk-

free asset, his expected return R, will be only slightly greater than the risk-free

Teturn. His risk g;, however, will be small. Investor B is less risk averse. She will

mvest a large fraction of her funds in stocks. Although the expected return on her
_portfolio Rp will be larger, the return will also be riskier.
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Investor A is quite risk averse. Because his indifference curve U, is tapgent to
the budget line at a point of low risk, he will invest almost all his funds in
Treasury bills and earn an expected return R, just slightly larger than the risk-
free return R,. Investor B is less risk averse. She will invest most of her funds ip
stocks, and while the return on her portfolio will have a higher expected valye
R, it will also have a higher standard deviation g

If Investor B has a sufficiently low level of risk aversion, she might buy stocks
on margin: that is, she would borrow money from a brokerage firm in order tg
invest more than she actually owns in the stock market. In effect, a person who
buys stocks on margin holds a portfolio with more than 100 percent of the port-
folio’s value invested in stocks. This situation is illustrated in Figure 5.8, which
shows indifference curves for two investors. Investor 4, who is relatively risk-"
averse, invests about half of his funds in stocks. Investor B, however, has an in-
difference curve that is relatively flat and tangent with the budget line at a point
where the expected return on the portfolio exceeds the expected return on the
stock market. In order to hold this portfolio, the investor must borrow money
because she wants to invest nore than 100 percent of her wealth in the stock mar-
ket. Buying stocks on margin in this way is a form of leverage: the investor increases
her expected return above that for the overall stock market, but at the cost of
increased risk.

Because Investor A is risk averse, his portfolio contains a mixture of stocks a.nd risk-
free Treasury bills. Investor B, however, has a very low degree of risk aversion. Her
indifference curve, Uj, is tangent to the budget line at a point where the expected
return and standard deviation for her portfolio exceed those for the stock market
overall. This implies that she would like to invest nore than 100 percent of he‘r wgalth
in the stock market. She does so by buying stocks on margin—i.e., by borrowing trom
a brokerage firm to help finance the investment.

—
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[n Chapters 3 and 4, we simplified the problem of consumer choice by assum-

ing that the consumer had only two goods from which to choose—food and
) . s ; R . .. . . L . 1 I

clothing. In the same spirit, we have simplified the investor’s choice by limiting

it to Treasury bills and stocks. The basic principles, however, would be the same
if we had more assets (e.g., corporate bonds, land, and different types of stocks).
Every investor faces a trade-off between risk and return.'” The degree of extra
risk that each is willing to bear in order toearna hlgl.ler expected return depends
on how risk averse he or she is. Less risk-averse investors tend to include a
Jarger fraction of risky assets in their portfolios.

yuring the 1990s, we witnessed a shift in the investing behavior of
Americans. First, many Americans started investing in the stock market
for the first time. In 1989, about 32 percent of families in the United States had
part of their wealth invested in the stock market, either directly (by owning
individual stocks) or indirectly (through mutual funds or pension plans
invested in stocks). By 1995, that fraction had risen to above 41 percent. In addi-
tion, the share of wealth invested in stocks increased from about 26 percent to
about 40 percent during this period."

Much of this shift is attributable to younger investors. For those under the
age of 35, participation in the stock market increased from about 23 percent in
1989 to about 39 percent in 1995. For those older than 35, participation also
increased, though by much less.

Why have more people, and especially younger people, started investing in
the stock market? One reason is the advent of on-line trading over the Internet,
which has made investing much easier. Another reason may be the consider-
able increase in stock prices that occurred during the late 1990s. These increases
may have convinced some investors that prices could only continue to rise in
the future. As one analyst has put it, “The market’s relentless seven-year climb,
the popularity of mutual funds, the shitt by emplovers to self-directed retire-
ment plans, and the avalanche of do-it-yourself investment publications all
have combined to create a nation of financial know-it-alls.”"

The run-up in the stock market during the 1990s has indeed surprised many
people. Although the American economy has been very strong over this period,
by 1999 prices reached almost unprecedented levels relative to earnings and
dividends. Figure 5.9 shows the dividend vield and price/earnings ratio for the
S&P 500 (an index of the stocks of 500 large corporations) over the period 1980-
1999. Observe that the dividend vield (the annual dividend divided by the
stock price) fell from about 5 percent in 1980 to about 1.5 percent in 1999. The

—_—
—\s mentioned earlier, what matters is nondiversifiable risk, because investors can eliminate diver-
sifiable risk by holding many different stocks (e.g., via mutual funds). We discuss diversifiable ver-
sus nondiversifiable risk in Chapter 15

) Data are from the Federal Reserve Bulletin, January 1997

;;"\1\78/1‘8 All Bulls Here: Strong Market Makes Everybody an Expert,” Wall Street Journal, September
1997
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The dividend yield (the annual dividend divided by the stock price) fell dramatically
from 1980 through 1999, while the price/earnings ratio (the stock price divided by
the annual earnings-per-share) rose on average for the 5&P 500.
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price/earnings ratio (the share price divided by the annual earnings-
per-share) increased from about 8 to nearly 35. These ratios would only be
justified if one believed that corporate profits will continue to grow rapidly
over the coming decade. This situation suggests that in the late 1990s, many
investors had a low degree of risk aversion and/or were quite optimistic about

the economy.

1.

Consumers and managers frequently make decisions
in which there is uncertainty about the future. This
uncertainty is characterized by the term risk, which
applies when each of the possible outcomes and its
probability of occurrence is known.

Consumers and investors are concerned about the
expected value and the variability of uncertain out-
comes. The expected value is a measure of the central
tendency of the value of the risky outcomes. The vari-
ability is frequently measured by the standard devia-
tion of outcomes, which is the square root of the aver-
age of the squares of the deviations of each possible
outcome from its expected value.

3. Facing uncertain choices, consumers maximize their

expected utility—an average of the utility associated
with each outcome—with the associated probabilities
serving as weights.

A person who would prefer a certain return of a given
amount to a risky investment whose expected return
is the same amount is risk averse. The maximum
amount of money that a risk-averse person would
pay to avoid taking a risk is called the risk premiuin. A
person who is indifferent between a risky invest-
ment and the certain receipt of the expected return on
that investment is risk neutral. A risk-loving con-
sumer would prefer a risky investment with a given

w

expected return to the certain receipt of that expected
refurn.

Risk can be reduced by (a) diversification, (b) insur-
ance, and (c) obtaining additional information.

The Inw of large numbers enables insurance companies
to provide insurance for which the premium paid

~1
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equals the expected value of the loss being insured
against. We call such insurance actuarially fair.
Consumer theory can be applied to decisions to invest
in risky assets. The budget line reflects the price of
risk, and consumers’ indifference curves reflect their
attitudes toward risk.

P

[

. What does it mean to say that a person is risk qverse?

Why are some people likely to be risk averse while
others are risk lovers?

. Why is the variance a better measure of variability

than the range?

. What does it mean for consumers to maximize

expected utility? Can you think of a case in which a
person might 17of maximize expected utility?

. Why do people often want to insure fully against

uncertain situations even when the premium paid
exceeds the expected value of the loss being insured
against?

Why is an insurance company likely to behave as if it
were risk neutral even if its managers are risk-averse
individuals?

When is it worth paving to obtain more information
to reduce uncertainty?

How does the diversification of arn investor’s port-
folio avoid risk?

Why do some investors put a large portion of their
portfolios into risky assets while others invest largely
in risk-free alternatives? (Hint: Do the two investors
receive exactly the same return on average? If so,
why?)

. Consider a lottery with three possible outcomes:

5100 will be received with probability .1
550 will be received with probability .2
$10 will be received with probability .7
- What is the expected value of the lottery?
. What is the variance of the outcomes?
. What would a risk-neutral person pay to play the
lottery?

B @A

n T

- Suppose you have invested in a new computer com-

pany whose profitability depends on two factors:
(1) whether the U.S. Congress passes a tariff raising
the cost of Japanese computers and (2) whether the
U.5. economy grows slowly or quickly. What are the
four mutually exclusive states of the world that you
should be concerned about?

Richard is deciding whether to buy a state lottery
ticket. Each ticket costs $1, and the probability of win-
ning payoffs is given as follows:

PROBABILITY RETURN
5 $0.00
25 $1.00
2 $2.00
.05 $7.50

a. What is the expected value of Richard’s pavoff if
he buys a lottery ticket? What is the variance?

b. Richard’s nickname is “No-Risk Rick” because he
is an extremely risk-averse individual. Would he
buy the ticket?

¢. Suppose Richard was offered insurance against
losing any money. If he buys 1,000 lottery tickets,
how much would he be willing to pay to insure his
gamble?

d. In the long run, given the price of the lottery ticket
and the probability/return table, what do vou think
the state would do about the lottery?

Suppose an investor is concerned about a business

choice in which there are three prospects—the proba-

bility and returns are given below:

PROBABILITY RETURN
2 $100
4 50
4 —~25

What is the expected value of the uncertain invest-
ment? What is the variance?
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5. You are an insurance agent who must write a policy
for a new client named Sam. His company, Society for
Creative Alternatives to Mavonnaise (SCAM), is work-
ing on a low-fat, low-cholesterol mayonnaise substi-
tute for the sandwich-condiment industry. The sand-
wich industry will pay top dollar to the first inventor
to patent such a mayonnaise substitute. Sam’s SCAM
seems like a very risky proposition to you. You have
calculated his possible returns table as follows:

PROBABILITY RETURN
999 —$1,000,000 (he fails)
.001 $1,000,000,000 {he succeeds
and sells his
formula)

a. What is the expected return of Sam'’s project? What
is the variance?

b. What is the most that 5am is willing to pay for

insurance? Assume 5Sam is risk neutral.

Suppose vou found out that the Japanese are on

the verge of introducing their own mavonnaise

substitute rext month. Sam does not know this
and has just turned down yvour final offer of $1000
for the insurance. Assume that 5am tells you

SCAM is only six months away from perfecting its

mayonnaise substitute and that you know what

vou know about the Japanese. Would vou raise or
lower your policy premium on any subsequent
proposal to Sam? Based on his information, would

Sam accept?

6. Suppose that Natasha’s utility function is given by
w(I) = I°%, where I represents annual income in thou-
sands of dollars.

a. Is Natasha risk loving, risk neutral, or risk averse?
Explain.

b. Suppose that Natasha is currently earning an
income of $10,000 (I = 10) and can earn that
income next yvear with certainty. She is offered a
chance to take a new job that offers a .5 probability
of earning $16,000 and a .5 probability of earning
$5000. Should she take the new job?

0

C.

In (b), would Natasha be willing to buy insurance
to protect against the variable income associateq
with the new job? If so, how much would she he
willing to pay for that insurance? (Hiit: What ig
the risk preminum?)

7. Draw a utility function over income u(l) that

describes a man who is a risk lover when his income
is low but a risk averter when his income is high Cap
vou explain why such a utility function might reason-
ably describe a person’s preferences?

A city is considering how much to spend to monitor

its parking meters. The following information is avail-
able to the city manager:

9. A moderately risk-averse investor has 50 percent of
her portfolio invested in stocks and 50 percent
invested in risk-free Treasury bills. Show how each of
the following events will affect the investor’s budget

Hiring each meter monitor costs $10,000 per year,
With one monitoring person hired, the probability
of a driver getting a ticket each time he or she
parks illegally is equal to .25.

With two monitors hired, the probability of getting
a ticket is .5; with three monitors, the probability is
75; and with four it's equal to 1.

With two metering persons hired, the current fine
for overtime parking is $20.

. Assume first that all drivers are risk neutral. What

parking fine would you levy and how many meter
monitors would vou hire (1, 2, 3, or 4) to achieve

the current level of deterrence against illegal park-

ing at the minimum cost?

. Now assume that drivers are highly risk averse.

How would vour answer to (a) change?

. (For discussion) What if drivers could insure them-

selves against the risk of parking fines? Would it
make good public policy to allow such insurance
to be available?

line and the proportion of stocks in her portfolio:

a.

The standard deviation of the return on the stock

market increases, but the expected return on the
stock market remains the same.

. The expected return on the stock market increases,
but the standard deviation of the stock market

remains the same.

. The return on risk-free Treasury bills increases.

line

n the last three chapters, we focused on the demand side of

the market—the preferences and behavior of consumers.
Now we turn to the supply side and examine the behavior of
producers. We will see how firms can produce efficiently and
how their costs of production change with changes in both
input prices and the level of output. We will also see that there
are strong similarities between the optimizing decisions made
by firms and those made by consumers. In other words,
understanding consumer behavior will help us understand
producer behavior.

In this chapter and the next we discuss the theory of the
firm, which describes how a firm makes cost-minimizing pro-
duction decisions, and how the firm’s resulting cost varies
with its output. Our knowledge of production and cost will
help us understand the characteristics of market supply. It will
also prove useful for dealing with problems that arise regu-
larly in business. To see this, just consider some of the prob-
lems often faced by a company like General Motors. How
much assembly-line machinery and how much labor should it
use in its new automobile plants? If it wants to increase pro-
duction, should it hire more workers, construct new plants, or
both? Does it make more sense for one automobile plant to
produce different models, or should each model be manufac-
tured in a separate plant? What should GM expect its costs to
be during the coming year? How are these costs likely to
change over time and be affected by the level of production?
These questions apply not only to business firms but also to
other producers of goods and services, such as governments
and nonprofit agencies.

In this chapter we study the firm’s production technology: the
physical relationship that describes how inputs (such as labor
and capital) are transformed into outputs (such as cars and
televisions). We do this in several steps. First, we show how
the production technology can be represented in the form of a
production function—a compact description of how inputs are
turned into output. Then, we use the production function to
show how the firm'’s output changes when first one and then
all inputs are varied. We will be particularly concerned with
the scale of the firm's operation. For example, are there techno-
logical advantages that make the firm more productive as its
scale increases?
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theory of the firm Explan-
ation of how a firm makes
cost-minimizing production
decisions and how its cost
varies with its output.

factors of production Inputs
into the production process
(e.g., labor, capital, and
materials).

production function Func-
tion showing the highest out-
put that a firm can produce
for every specified combina-
tion of inputs.

Producers, Consumers, and Competitive Markets

In the production process, firms turn inputs into outputs (or products). Inputs’
which are also called factors of production, include anvthing that the firm muyg
use as part of the production process. For example, for a bakery, inputs include
the labor of its workers; raw materials, such as flour and sugar; and the capity]
invested in its ovens, mixers, and other equipment to produce such outputs ag
bread, cakes, and pastries.

We can divide inputs into the broad categories of labor, materials, and capitq],
each of which might include more narrow subdivisions. Labor inputs include
skilled workers (carpenters, engineers) and unskilled workers (agricultura}
workers), as well as the entrepreneurial efforts of the firm’s managers. Materialg
include steel, plastics, electricity, water, and any other goods that the firm buys
and transforms into final products. Capital includes buildings, machinery and
other equipment, and inventories.

The Production Function

The relationship between the inputs to the production process and the resulting
output is described by a production function. A production function indicates
the highest output Q that a firm can produce for every specified combination of
inputs. For simplicity, we will assume that there are two inputs, labor L and cap-
ital K. We can then write the production function as
Q= KKL) (6.1
This equation relates the quantity of output to the quantities of the two
inputs, capital and labor. For example, the production function might describe
the number of personal computers that can be produced each year with a 10,000-
square-foot plant and a specific amount of assembly-line labor. Or it might
describe the crop that a farmer can obtain using a specific amount of machinery
and workers. ‘
It is important to keep in mind that inputs and outputs are flows. For example,
a personal computer manufacturer uses a certain amount of labor each year to_
produce some number of computers over that year. Although the firm might
own its plant and machinery, we can think of the firm as paying a cost for the
use of that plant and machinery over the vear. To simplify things, we will fre-
quently ignore the reference to time and refer only to amounts of labor, capital,
and output. Unless otherwise indicated, however, we mean the amount of labor
and capital used each year and the amount of output produced each year.
The production function allows inputs to be combined in varying propor-
tions, so that output can be produced in many ways. For the production function
in equation (6.1), this could mean using more capital and less labor, or vice
versa. For example, wine can be produced in a labor-intensive way using many.
workers, or in a capital-intensive way using machines and only a few workers.
Note that equation (6.1) applies to a given technology—that is, a given state of
knowledge about the various methods that might be used to transtorm inputs
into outputs. As the technology becomes more advanced and the production
function changes, a firm can obtain more output for a given set of inputs. For
example, a new, faster assembly-line may allow a hardware manufacturer to_
produce more high-speed computers in a given period of time.

Production functions describe what is technically feasible when the firm oper-
ates gﬁicimztl}/—that is, when the firm uses each combination of inputs as effec-
fively as possible. The presumption that production is always technically effi-
cierl’E need not always hold, but it is reasonable to expect that profit-seeking
firms will not waste resources.

62 s

Let’s begin by examining the production technology of a firm that uses two
inputs and can vary both of them. Suppose that the inputs are labor and capital
and that they are used to produce food. Table 6.1 tabulates the output achievable
for various combinations of inputs.

Labor inputs are listed across the top row, capital inputs down the column on
the left. Each entry in the table is the maximum (technically efficient) output that
can be produced each year with each combination of labor and capital used over
that year. For example, 4 units of labor per year and 2 units of capital per year
yield 85 units of food per year. Reading along each row, we see that output
increases as labor inputs are increased, while capital inputs remain fixed.
Reading down each column, we see that output also increases as capital inputs
are increased, while labor inputs remain fixed.

The information contained in Table 6.1 can also be represented graphically
using isoquants. An isoquant is a curve that shows all the possible combinations of
inputs that yield the same output. Figure 6.1 shows three isoquants. (Each axis in
the figure measures the quantity of inputs.) These isoquants are based on the
data in Table 6.1, but have been drawn as smooth curves to allow for the use of
fractional amounts of inputs.

For example, isoquant Q; shows all combinations of labor and capital per year
that together yield 55 units of output per year. Two of these points, A and D, cor-
respond to Table 6.1. At A, 1 unit of labor and 3 units of capital yield 55 units of
output; at D, the same output is produced from 3 units of labor and 1 unit of cap-
ital. Isoquant , shows all combinations of inputs that yield 75 units of output
and corresponds to the four combinations of labor and capital circled in the table
(e.g., at B, where 2 units of labor and 3 units of capital are combined). Isoquant
Q, lies above and to the right of Q; because obtaining a higher level of output
requires more labor and capital. Finally, isoquant Q5 shows labor-capital combi-
nations that yield 90 units of output. Point C involves 3 units of labor and 3 units
of capital, whereas Point E involves 2 units of labor and 5 units of capital.

g
S T D
TS

iABOR INPUT
CAPITAL INPUT 1 2 3 4 5
1 20 40 55 65 @
2 40 60 @5 85 90
3 55 @ 90 100 105
4 65 85 100 110 115
5 D) 90 105 115 120
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isoquant Curve showing all
possible combinations of
inputs that yield the same
output.
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easily take a vear or more to complete. As a result, if we are looking at produc-

Capital tHon decisions over a short period of time, such as a month or two, the firm is
per ; . ; -
Year anlikely to be able to substitute very much capital for labor.

Because firms must consider whether or not inputs can be varied, and if they
can, over what period of time, it is important to distinguish between the short
and long run when analyzing production. The short run refers to a period of short run  Period of time in
time in which one or more factors of production cannot be changed. In other ~ Which qugnt‘tt}es ‘fﬁ one or
words, in the short run there is at least one factor that cannot be varied; such a T2t PIPe e fom faciors can-
factor is called a fixed input. The long run is the amount of time needed to make °
all inputs variable. fixed input Production fac-
As vou might expect, the kinds of decisions that firms can make are very dif-  tor that cannot be varied.
ferentJin the short run than in the long run. In the short run, firms vary the inten-
sity with which they utilize a given plant and machinery; in the long run, they ~ longrun Amount of time
\fa}yf the size of the plant. All fixed inputs in the short run represent the out- Ef;gfsd\:rf:st 6? all production
comes of previous long-run decisions based on estimates of what a firm could
profitably produce and sell.

There is no specific time period, such as one year, that separates the short run
from the long run. Rather, one must distinguish them on a case-by-case basis.
For example, the long run can be as brief as a day or two for a child’s lemonade
stand, or as long as five or ten years for a petrochemical producer or an automo-
bile manufacturer.

Labor per Year

Production isoquartts show the various combinations of inputs necessary for the
firm to produce a given output. A set of isoquants, or isoquant map, describes the
firm’s production function. Qutput increases as we move from isoquant Q, (at which

55 units per year are produced at points such as A and D), to isoquant Q, (75 units B 3
per year at points such as B) and to isoquant Q5 (90 units per year at points suchasC ' "
and E).

5 When several isoquants are combined together in a single When deciding how much of a particular input to buy, a firm has to compare the
isoquant map Graph com- graph, as in Figure 6.1, we call the graph an isoquant map. An isoquant map is benefit that will result witlt the cost. Sometimes it is useful to look at the benefit
bining several isoquants, another way of describing a production function, just as an indifference map isa and the cost on an incremental basis by focusing on the additional output that
?jﬁgﬁtgncu{esc“be a production way of describing a utility function. Each isoquant corresponds to a ditferent results from an incremental addition to an input. In other situations it is useful to

level of output, and the level of output increases as we move up and to the right make the comparison on an average basis by considering the result of substan-
in the figure. tially increasing an input. We will look at these benefits and costs in both ways.
Let's begin by considering the case in which capital is fixed but labor is vari-

!

[soquants show the flexibility that firms have when making production deci-
sions: They can usually obtain a particular output by substituting one input for
another. It is important for the managers to understand the nature of this flexi-
bility. For example, fast-food restaurants have recently faced shortages of voung,
low-wage employees. Companies have responded by automating—adding self-
service salad bars and introducing more sophisticated cooking equipment. They
have also recruited older people to fill positions. As we will see in Chapters 7
and 8, by taking this flexibility in the production process into account, managers

input Flexi ity able. (Because one of the factors is fixed, this is a short-run analysis.) In this case,
the only way the firm can produce more output is by increasing its labor input.
Imagine, for example, that you are managing a clothing factory. Although you
have a fixed amount of equipment, you can hire more or less labor to sew and to
run the machines. You must decide how much labor to hire and how much
clothing to produce. To make the decision, you will need to know how the
amount of output Q increases (if at all) as the input of labor L increases.

Table 6.2 gives this information. The first three columns show the amount of
output that can be produced in one month with different amounts of labor, and
capital fixed at 10 units. The first column shows the amount of labor, the second

can choose input combinations that minimize cost and maximize profit. - . . . ;
P 3 f the fixed amount of capital, and the third total output. When labor input is zero,
= , - output is also zero. Output then increases as labor is increased up to an input of
The Short Run versus the Long Run . . . B P
g ‘ § units. Beyond that point, total output declines: Although initially each unit of
The isoquarts in Figure 6.1 show how capital and labor can be substituted for labor can take greater and greater advantage of the existing machinery and
each other to produce the same amount of output. In practice, however, this sub- % plant, after a certain point, additional labor is no longer useful and indeed can be
stitution can take time. A new factory must be planned and built, and machinery. = counterproductive. Five people can run an assembly line better than two, but ten

and other capital equipment must be ordered and delivered. These activities can People may get in each other’s way.

N
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The Slopes of the Product Curve

AMOUNT AMOUNT TOTAL AVERAGE MARGINAL
OF LABOR (L) OF CAPITAL(K) OUTPUT(Q) PRODUCT (/L) PRODUCT (AG/AL)

Figure 6.2 plots the information contained in Table 6.2. (We have connected all
the points in the figure with solid lines.) Figure 6.2(a) shows that as labor
;s increased output increases until it reaches the maximum output of 112;

10 0 — —
10 10 10 10
10 30 15 20
10 60 20 30
10 80 20 20
10 95 19 15
10 108 18 13
10 112 16 4
10 112 14 0
10 108 12 —4
10 100 10 -8

Output

4 per
Month

112

Ol N oo ;&N = o
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Average and Marginal Products

The contribution that labor makes to the production process can be described on . Labor per Month

both an average and a marginal (i.e., incremental) basis. The fourth column in

average product Outputper  Table 6.2 shows the average product of labor (AP;), which is the output per unit

unit of a particular input. of labor input. The average product is calculated by dividing the total output Q

by the total input of labor L. The average product of labor measures the produc-

tivity of the firm’s workforce in terms of how much output each worker pro-

duces on average. In our example the average product increases initially but

falls when the labor input becomes greater than four.

marginal product Additional The fifth column of Table 6.2 shows the marginal product of labor (MF)).

output produced as an input This is the additional output produced as the labor input is increased by 1 unit.

is increased by one unit. For example, with capital fixed at 10 units, when the labor input increases from

ple, w1 F S p

2 to 3, total output increases from 30 to 60, creating an additional output of 30

(i.e., 60 — 30) units. The marginal product of labor can be written as AQ/AL, in

other words the change in output AQ resulting from a 1-unit increase in labor

input AL.

Remember that the marginal product of labor depends on the amount of cap-

ital used. If the capital input increased from 10 to 20, the marginal product of :

labor would most likely increase. Why? Because additional workers are likely to The total product curve in (a) shows the output produced for different amounts of

be more productive if they have more capital to use. Like the average product, - labor. input. The average and marginal products in (b) can be obtained (using the

the marginal product first increases then falls, in this case after the third unit of gata in Table 6.2) from the total product curve. At point A, the marginal product is 20

ecause the tangent to the total product curve has a stope of 20. At point B in (a) the

average product of labor is 20, which is the slope of the line from the origin to B. The

average product of labor at point C in (a) is given by the slope of the line 0C. To the

left of point E in (b) the marginal product is above the average product and the

Average product of labor = Output/labor input = Q/L average is increasing; to the right of E the marginal product is below the average

. ' . Product and the average is decreasing. As a result, E represents the point at which

Change in output/change in labor input the average and marginal products are equal, when the average product reaches its
AQ/AL _maximum.

o
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To summarize:

Marginal product of labor
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thereafter it falls. The portion of the total output curve that is declining is drawy
with a dashed line to denote that producing with more than eight workers is no;
economically rational; it can never be profitable to use additional amounts of 3
costly input to produce less output.

Figure 6.2(b) shows the average and marginal product curves. (The units on
the vertical axis have changed from output per month to output per worker per.
month.) Note that the marginal product is positive as long as output is increas-
ing, but becomes negative when output is decreasing.

It is no coincidence that the marginal product curve crosses the horizonta]
axis of the graph at the point of maximum total product. This happens because
adding a worker in a manner that slows production and decreases total output
implies a negative marginal product for that worker.

The average product and marginal product curves are closely related. Wien
the marginal product is greater than the average product, the average product is increasing,
This is the case for labor inputs up to 4 in Figure 6.2(b). If the output of an addi-
tional worker is greater than the average output of each existing worker (i.e., the
marginal product is greater than the average product), then adding the worker
causes average otitput to rise. In Table 6.2, two workers produce 30 units of out-
put, for an average product of 15 units per worker. Adding a third worker in-
creases output by 30 units (to 60), which raises the average product from 15 to 20,

Similarly, when the marginal product is less than the average product, the average
product is decreasing. This is the case when the labor input is greater than 4 in
Figure 6.2(b). In Table 6.2, six workers produce 108 units of output, so that the
average product is 18. Adding a seventh worker contributes a marginal product
of only 4 units (less than the average product), reducing the average product to 16.

We have seen that the marginal product is above the average product when
the average product is increasing, and below the average product when the
average product is decreasing. It follows, therefore, that the marginal product
must equal the average product when the average product reaches its maxi-
mum. This happens at point E in Figure 6.2(b).

Why, in practice, should we expect the marginal product curve to rise and
then fall? Think of a television assembly plant. Fewer than ten workers might be
insufficient to operate the assembly line at all. Ten to fifteen workers might be
able to run the assembly line, but not very efficiently. Adding a few more work- -
ers might allow the assembly line to operate much more efficiently, so the mar-
ginal product of those workers would be very high. This added efficiency might
start to diminish once there were more than 20 workers. The marginal product of _
the twenty-second worker, for example, might still be very high (and above the
average product), but not as high as the marginal product of the nineteenth or
twentieth worker. The marginal product of the twenty-fifth worker might be
lower still, perhaps equal to the average product. With 30 workers, adding one
more worker would yield more output, but not very much more (so that the
marginal product, while positive, would be below the average product). Once
there were more than 40 workers, additional workers would simply get in each

average product is equal to .the output of 60 divided by the input of 3, or 20 units
of output per unit of labor input. This ratio, however, is exactly the slope of the
Jine running from the origin to B in Figure 6.2(a). In general, tie average product of
Jabor is givei by the slope of the line drawn from the origin to the corresponding point on
the total product curve.

The Marginal Product of Labor Curve

The marginal product of labor is the change in the total product resulting from
an increase of one unit of labor. At A, for example, the marginal product is 20
because the tangent to the total product curve has a slope of 20. In general, the
parginal product of labor at a point is given by the slope of the total product at that
point. We can see in Figure 6.2(a) that the marginal product of labor increases ini-
tially, peaks at an input of 3, and then declines as we move up the total product
curve to C and D. At D, when total output is maximized, the slope of the tangent
to the total product curve is 0, as is the marginal product. Beyond that point, the
marginal product becomes negative.

Note the graphical relations products in
Figure 6.2(a). At B, the marginal product of labor (the slope of the tangent to the
total product curve at B—not shown explicitly) is greater than the average prod-
uct (dashed line 0B). As a result, the average product of labor increases as we
move from B to C. At C, the average and marginal products of labor are equal:
While the average product is the slope of the line from the origin 0C, the mar-
ginal product is the tangent to the total product curve at C (note the equality of
the average and marginal products at point E in Figure 6.2(b)). Finally, as we
move beyond C toward D, the marginal product falls below the average prod-
uct; you can check that the slope of the tangent to the total product curve at any
point between C and D is lower than the slope of the line from the origin.

The Law of Diminishing Marginal Returns

A diminishing marginal product of labor (and a diminishing marginal product
of other inputs) holds for most production processes. The law of diminishing
marginal returns states that as tlie use of an input increases in equal increments
(with other inputs fixed), a point will eventually be reached at which the result-
ing additions to output decrease. When the labor input is small (and capital is
fixed), extra labor adds considerably to output, often because workers are
allowed to devote themselves to specialized tasks. Eventually, however, the law
of diminishing marginal returns applies: When there are too many workers,
some workers become ineffective and the marginal product of labor falls.

The law of diminishing marginal returns usually applies to the short run
when at least one input is fixed. However, it can also apply to the long run. Even

Chapter &  Production

law of diminishing marginal
returns Principle that as the
use of an input increases with
other inputs fixed, the result-
ing additions to output will
eventually decrease.

though inputs are variable in the long run, a manager may still want to analyze
production choices for which one or more inputs are unchanged. Suppose, for
example, that only two plant sizes are feasible and that management must
decide which to build. In that case, management would want to know when
diminishing marginal returns will set in for each of the two options.

Do not confuse the law of diminishing marginal returns with possible
changes in the quality of labor as labor inputs are increased (as would likely
occur, for example, if the most highly qualified laborers are hired first and the
least qualified last). In our analysis of production, we have assumed that all

other’s way and actually reduce output (so that the marginal product would be
negative).

The Average Product of Labor Curve

The geometric relationship between the total product and the average and mar-
ginal product curves is shown in Figure 6.2(a). The average product of labor 18
the total product divided by the quantity of labor input. At B, for example, the
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labor inputs are of equal quality; diminishing marginal returns results from lip,
itations on the use of other fixed inputs (e.g., machinery), not from decline,
worker quality. In addition, do not confuse diminishing marginal returns wig
negative returns. The law of diminishing marginal returns describes a declinjy,
marginal product but not necessarily a negative one.

The law of diminishing marginal returns applies to a given production tec,.
nology. Over time, however, inventions and other improvements in teclmolog};k
may allow the entire total product curve in Figure 6.2(a) to shift upward, so tha
more output can be produced with the same inputs. Figure 6.3 illustrates this
principle. Initially the output curve is given by Oy, but improvements in technol.
ogy may allow the curve to shift upward, first to O, and later to Os.

Suppose, for example, that over time, as labor is increased in agricultural pro.
duction, technological improvements are being made. These improvements
might include genetically engineered pesticide-resistant seeds, more powerfy]
and effective fertilizers, and better farm equipment. As a result, output changes
from A (with an input of 6 on curve O)) to B (with an input of 7 on curve O,) to ¢
(with an input of 8 on curve O;).

The move from A to B to C relates an increase in labor input to an increase in
output and makes it appear that there is not diminishing marginal returns when
in fact there is. Indeed, the shifting of the total product curve suggests that there
may not be any negative long-run implications for economic growth. In fact, as
we can see in Example 6.1, the failure to account for long-run improvements in
technology led British economist Thomas Malthus wrongly to predict dire con-
sequences from continued population growth.

EXA L

he law of diminishing marginal returns was central to the thinking of polit-

ical economist Thomas Malthus (1766-1834).! Malthus believed that the
Jimited amount of land on the globe would not be able to supply enough food
as population grew and more laborers began to farm the land. Eventually as
poth the marginal and average productivity of labor fell and there were more
mouths to feed, mass hunger and starvation would result. Fortunately, Malthus
was wrong (although he was right about the diminishing marginal returns to
labor).

Over the past century, technological improvements have dramatically
altered the production of food in most countries (including developing coun-
tries, such as India). As a result, the average product of labor and total food out-
put have increased. These improvements include new high-yielding, disease-
resistant strains of seeds, better fertilizers, and better harvesting equipment. As
Table 6.3 shows, overall food consumption throughout the world has outpaced
population growth more or less continually since the end of World War I1.* This
increase in world agricultural productivity is also illustrated in Figure 6.4,
which shows average cereal yields from 1970 through 1998, along with a world
price index for food.* Note that cereal yields have increased steadily over the
period. Because growth in agricultural productivity led to increases in food
supplies that outstripped the growth in demand, prices, apart from a tempo-

rary increase in the early 1970s, have been declining.
~ Some of the increase in food production has been due to small increases in
the amount of land devoted to farming. From 1961 to 1975, for example, the
percentage of land devoted to agriculture increased from 32.9 percent to 33.3
percent in Africa, from 19.6 percent to 22.4 percent in Latin America, and from

YEAR INDEX
1948-1952 100
1960 115
1970 123
1980 128
1990 137
1995 135
1998 140
Labor per Time Period

T——

fih A 7 Thomas Malthus, Essay on the Principle of Population, 1798.

. . . . . o S ? !} !

Labor productivity (output per unit of labor) can increase if there a_re_lmp'fo‘fe?}e_n > All but the data for 1990, 1995, and 1998 appear as Table 4.1 in Julian Simon, The Ultinate Resource

in the technology, even though any given production process exhibits diminishing (Princeton: Princeton University Press, 1981). The original source for all the data is the UN Food and

returns to labor. As we move from point A on curve O, to B on curve O,toCon :‘\Bﬂ'lculmre Organization, Production Yearbook, and World Agricultural Situation.

curve O; over time, labor productivity increases. " Data are from the UN Food and Agriculture Organization and the World Bank. See also
peetao.org (select Agriculture, then under “Data Collection,” select Crops Primary).

-
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labor productivity Average
product of labor for an entire
industry or for the economy
as a whole.

across industries and for one industry over a long period. But labor productivity
is especially important because it determines the real standaid of liviing that a
country can achieve for its citizens.

research in economics. We do know that one of the most important sources of

Price Index . .. X i
growth in labor productivity is growth in the stock of capital—i.e., the total

;f‘ produ 3 e > There is a simple link
- das i petween labor pro@uctlwty and the.standard of living. In any particular year, the
SN = aggregate value of goc_)ds and services produced by an economy is equal to the
" o ayments made _to all factors of production, including wages, rental payments to
g 424 :5: capital, and profit to f_irms. But consumers ultimately receive these factor pay-
? 200 :F: ments, in the form of wages, salaries, dividends, or interest payments. As a
Z o0 B result, consumers in the aggregate can increase their rate of consumption in the
5 z Jong run only by increasing the total amount they produce.
E 150 ‘i Understanding the causes of productivity growth is an important area of

o

100 ! 418 amount of capital available for use in production. Because an increase in capital
means more and better machinery, each worker can produce more output for

7Y AN T T YT T O O Y N A Sy Y each hour worked. Another important source of growth in labor productivity is
1970 1975 1980 1985 1990 1995 2000 technological change—i.e,, the development of new technologies that allow

labor (and other factors of production) to be used more effectively and to pro-
duce new and higher-quality goods.

As Examiple 6.2 shows, levels of labor productivity have differed considerably
across countries, and so too have rates of growth of productivity. Understanding

Cereal yields have increased steadily. The average world price of food increased
temporarily in the early 1970s, but has declined since.

these differences is important, given the central role that productivity has in
affecting our standards of living.

21.9 percent to 22.6 percent in the Far East.* During the same period, however,
the percentage of land devoted to agriculture fell from 26.1 percent to 25.5 per-
cent in North America, and from 46.3 percent to 43.7 percent in Western
Europe. It follows, therefore, that most of the improvement in food outputis
due to improved technology, not to increases in land used for agriculture.

Hunger remains a severe problem in some areas, such as the Sahel region
of Africa, in part because of the low productivity of labor there. Although
other countries produce an agricultural surplus, mass hunger still occurs
because of the difficulty of redistributing foods from more to less productive
regions of the world, and because of the low incomes of those less productive
regions.

Wﬂl the standard of living in the United States, Europe, and Japan continue

to improve, or will these economies barely keep future generations from
being worse off than they are today? Because the real incomes of consumers in
these countries increase only as fast as productivity does, the answer depends
on the labor productivity of workers.

As Table 6.4 shows, the level of output per person in the United States in
1997 was higher than in other industrial countries. But two patterns over the
post~World War II period have been disturbing for Americans. First, produc-
tivity in the United States has grown less rapidly than productivity in most

_.,'~,

Labor Productivity

Although this is a textbook in microeconomics, many of the concepts developed
here provide a foundation for macroeconomic analysis. Macroeconomists are.
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stock of capital Total amount
of capital available for use in
production.

technological change
Development of new tech-
nologies allowing factors of
production to be used more
effectively.

particularly concerned with labor productivity—the average product of labf)r UNITED UNITED
for an entire industry or for the economy as a whole. In this subsection we dis FRANCE GERMANY JAPAN KINGDOM STATES
cuss labor productivity in the United States and in a number of foreign coun- .
tries. This topic is interesting in its own right but will also help to illustrate one Output per Employed Person (1997)
of the links between micro- and macroeconomics. . 854,507 555,644 546,048 842,630 360,916
Because the average product measures output per unit of labor input, it is rel- Years Annual Rate of Growih of Labor Productivity (%)

atively easy to measure (total labor input and total output are the only pieces of 1960-1973 475 4.04 8.30 589 235
information you need). Labor productivity can provide useful comparisons 19741986 210 e 250 1.59 :

- : : : . 0.71
S — 19871997 1.48
* See Simon, The Ultimate Resource, p. 83. 2.00 1.94 1.02 1.09
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During the 1960s and 1970s, productivity growth in the United States was lowe
than in Germany, France, the United Kingdom, and Japan, although the level of pro-
ductivity was higher. In the 1980s and 1990s, productivity growth slowed in all o
these countries.

other developed nations. Second, productivity growth during 1974-1997 was

much lower in all developed countries than it had been in the past. Both of
these patterns can be seert in the table and in Figure 6.5 The figure shows pro-
ductivity, measured in 1997 U.S. dollars per worker, for the United States and

for four other countries. Observe that in 1960 labor productivity in the United

States was more than three times labor productivity in Japan and about twice

as great as labor productivity in Germany, France, and the United Kingdom.
However, by 1997 the differences had narrowed considerably. '
Throughout most of the 1960-1997 period, Japan had the highest rate of pro-

ductivity growth, followed by Germany and France. U.S. productivity growth

was the lowest, even somewhat lower than that of the United Kingdom. This is
partly due to differences in rates of investment and growth in the stock of capk
tal in each country. The greatest capital growth during the postwar period was
in Japan and France, which were rebuilt substantially after World War II. To
some extent, therefore, the lower rate of growth of productivity in the United

States, when compared to that of Japan, France, and Germany, is the result of

these countries catching up after the war.

5 Recent growth numbers are based on data from Industrial Policy in OECD Countries, Annual Revie,
and International Comparisons of Manufacturing Productivity and Unit Labor Cost Trends, U.S. Bureau @
Labor Statistics (1998), wivw.stats 0%,
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Productivity growth is also tied to the natural resource sector of the econ-
omy. As oil and other resources began to be depleted, output per worker fell.
Environmental regulations (e.g., the need to restore land to its original condi-
tion after strip-mining for coal) magnified this effect as the public became more
concerned with the importance of cleaner air and water.

Observe from Table 6.4 that productivity growth in the United States has
increased in recent years. Economists have debated whether this is a short-term
aberration or the beginning of a long-term trend. Some economists believe that
rapid technological change during the 1990s, and in particular the computer
revolution, has created new possibilities for productivity growth. If this opti-
~ mistic view is correct, we will see continued high rates of productivity growth
in the coming years.” ’

R,

6.4

Now that we have seen the relationship between production and productivity,
let’s tum to production in the long run, where both capital and labor inputs are;
variable. The firm can now produce its output in a variety of ways by combining
different amounts of labor and capital. We will use isoquants to analyze ang
compare these different ways of producing.

Recall that an isoquant describes all combinations of inputs that yield the
same level of output. The isoquants shown in Figure 6.6 are reproduced from
Figure 6.1; they all slope downward because both labor and capital have posi-
tive marginal products. More of either input increases output; thus if output is to

be kept constant as more of one input is used, less of the other input must be
used.

Diminishing Marginal Returns

]fven though both labor and capital are variable in the long run, it is useful for a
firm that is choosing the optimal mix of inputs to ask what happens to output as
eaF}1 of the inputs is increased, with the other input held fixed. The outcome of
this exercise is described in Figure 6.6, which reflects diminishing marginal
returns to both labor and capital. We can see why there is diminishing marginal
returns to labor by drawing a horizontal line ata particular level o? capital—
say, 3. Reading the levels of output from each isoquant as labor is increased, we note
that each additional unit of labor generates less and less additional output. For
examplg, when labor is increased from 1 unit to 2 (from A to B), output increases
by 20 (from 55 to 75). However, when labor is increased by an additional unit
.(from B to C), output increases by only 15 (from 75 to 90). Thus there is diminish-
;Hg margil?al returns to labor both in the long and short run. Because adding one
Igs\tsrr ;:i}gfnggffgiéﬁ ottlleli"sfoaclt;;fonstar};t eventually leads to loweF anfi
addod _ , .q must .ecorne s’.feeper as more capltal 1S
ed in place of labor and flatter when labor is added in place of capital.

—

"
* For . . .
more information on labor productivity and standard of living, go to ht

C;x;;tﬁa:x/i,xdm;)ndet’Int%rlneitmgwacl Comparisons of Productivity, Unit Labor Costs, and GDP:};er
y < on: Unpublished Comparative Real Gross Domestic Prod i
Employed Person, Fourteen Countries, 1960-1996 omestic Product per Capita and per
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marginal rate of technical
substitution (MRTS) Amount
by which the quantity of one
input can be reduced when
one extra unit of another input
is used, so that output remains
constant.

In §3.1, we explain that the
marginal rate of substitution
is the maximum amount of
one good that the consumer
is willing to give up to obtain
one unit of another good.

Capital
per
Month

M=

(W3}

2 Q3 =90
Qa=75
1
Q=735
]
5
Labor per Month

When both labor and capital are variable, both factors of production can exhibit ‘
diminishing marginal returns. As we move from A to C, there is diminishing returns .
to labor, and as we move from D to C, there is diminishing rebums to capital.

There is also diminishing marginal returns to capital. With labor fixed, the
marginal product of capital decreases as capital is increased. For example, when
capital is increased from 1 to 2 and labor is held constant at 3, the marginal prod-
uct of capital is initially 20 (75-55) but falls to 15 (90-75) when capital is
increased from 2 to 3.

Substitution Among Inputs

With two inputs that can be varied, a manager will want to consider substituting
one input for another. The slope of each isoquant indicates how the quantity of
one input can be traded off against the quantity of the other, while output is held
constant. When the negative sign is removed, we call the slope the marginal rate
of technical substitution (MRTS). The marginal rate of technical substitution of
labor for capital is the amount by which the input of capital can be reduced when
one extra unit of labor is used, so that output remains constant. This is analo-
gous to the marginal rate of substitution (MRS) in consumer theory. Recall from
Section 3.1 that the MRS describes how consumers substitute among two goods
while holding the level of satisfaction constant. Like the MRS, the MRTS is

always measured as a positive quantity:
MRTS = — Change in capital input/change in labor input

— AK/AL (for a fixed level of Q)

where AK and AL are small changes in capital and labor along an isoquant.

Capital

per
Month

[=))
I

(93]
I

b
T

Labor per Month

Like indifference curves, isoquants are downward sloping and convex. The slope of
the isoquant at any point measures the marginal rate of technical substitution—the
ability of the firm to replace capital with labor while maintaining the same level of
output. Onisoquant Q,, the MRTS falls from 2 to 1 to 2/3 to 1/3. °

In Figure 6.7 the MRTS is equal to 2 when labor increases from 1 unit to 2 and
out'p'ut is fixed at 75. However, the MRTS falls to 1 when labor is increased from
2 units to 3, and then declines to 2/3 and to 1/3. Clearly, as more and more labor
replaces capital, labor becomes less productive and capital becomes relatively
more productive. Therefore we need less capital to keep output constant and
the isoquant becomes flatter. /

Dim g I'5 We assume that there is a diminishing MRTS. In other
fvord‘s, the MRTS falls as we move down along an isoquant. ”lehe mathematical
%mphcation is that isoquants, like indifference curves, are convex, or bowed
anard. This is indeed the case for most production technologies. Th/e diminish-
ing MRTS tells us that the productivity of any one input is 1ir;ited. As more and
more labor is added to the production process in place of capital, the productiv-
ity o.t labor falls. Similarly, when more capital is added in place of labor, the pro-
du;ﬁvity ofvcapital falls. Production needs a balanced mix of both 'mput/s. F

gival proctucts of labor M, et umital M To sae how imuagins adaing some
labor and reducing the amount of capital su}f\f'ici tt k“/ ottt constant. The
additional Out‘putci'esultino from thepincr d lel;J O o C')utput o e s Th'e
fonl ot s e of C:jd‘t' 1 Jeas.e a 01 input is equal to the a.dch_
o ‘, per unit of additiona labor (the marginal product of labor) times

mber of units of additional labor:

113

1itg LW

Additional output from increased use of labor = (MP,)(AL)

In §3.1, we explain that an
indifference curve is convex if
the marginal rate of substitu-
tion diminishes as we move
down along the curve.
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In §3.1, we explain that two
goods are perfect substitutes
if the marginal rate of substi-
tution of one for the otherisa
constant.
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Similarly, the decrease in output resulting from the reduction in capifal is the
loss of output per unit reduction in capital (the marginal product of capita])
times the number of units of capital reduction:

Reduction in output from decreased use of capital = (MPg)(AK)

Because we are keeping output constant by moving along an isoquant, the total
change in output must be zero. Thus,

(MP,)(AL) + (MP)(AK) = 0
Now, by rearranging terms we see that

(MP,)/(MPy) = —(AK/AL) = MRTS 6.2
Equation (6.2) tells us that the marginal rate of teclnical substitution Petween two l')?putS ,
is equal to the ratio of the marginal physical products of the inputs. This formula will be

useful when we look at the firm’s cost-minimizing choice of inputs in Chapter 7,

Production Functions—Two Special Cases

Two extreme cases of production functions show the possible range of input
substitution in the production process. In the first case, shown in F}gu@ 6.8,
inputs to production are perfect substitutes for one another. Here the MRTS is con-
stant at all points on an isoquant. As a result, the same output (s.ay ;) can be
produced with mostly capital (at A), with mostly labor (at C), or with a balanced

Capital

per
Month

When the isoquants are straight lines, the MRTS is constant. Thus the rate at .
capital and labor can be substituted for each other is the same no matter what lev V
of inputs is being used. Points A, B, and C represent three different capital-labor com-

binations that generate the same output Qs.

—

Capital .
per ,
Month 7

K

Labor per Month

F

When the isoquants are L-shaped, only one combination of labor and capital can be
used to produce a given output (as at point A on isoquant Q,, point B on isoquant
0,, and point C on isoquant Qs). Adding more labor alone does not increase output,
nor does adding more capital alone.

combination of both (at B). For example, musical instruments can be manufac-
tured almost entirely with machine tools or with very few tools and highly
skilled labor.

Figure 6.9 illustrates the opposite extreme, the fixed-proportions production
function. In this case, it is impossible to make any substitution among inputs.
Each level of output requires a specific combination of labor and capital:
Additional output cannot be obtained unless more capital and labor are added
in specific proportions. As a result, the isoquants are L-shaped just as indiffer-
ence curves are L-shaped when two goods are perfect complements. An example
is the reconstruction of concrete sidewalks using jackhammers. It takes one per-
son to use a jackhammer—neither two people and one jackhammer nor one per-
son and two jackhammers will increase production. As another example, sup-
pose that a cereal company offers a new breakfast cereal, Nutty Oat Crunch,
whose two inputs, not surprisingly, are oats and nuts. The secret formula for the
cereal requires exactly one ounce of nuts for every four ounces of oats in every
cereal serving. If the company were to purchase additional nuts but not addi-
tional oats, the output of cereal would remain unchanged, since the nuts must be
combined with the oats in fixed proportions. Similarly, purchasing additional
oats without additional nuts would also be unproductive.

In Figure 6.9 points A, B, and C represent technically efficient combinations of
inputs. For example, to produce output Q,, a quantity of labor L, and capital K,
an be used, as at A. If capital stays fixed at K;, adding more labor does not
change output. Nor does adding capital with labor fixed at L;. Thus on the verti-
cal and the horizontal segments of the L-shaped isoquants, either the marginal
product of capital or the marginal product of labor is zero. Higher output results
qnly when both labor and capital are added, as in the move from input combina-
tion A to input combination B.
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Production 195

fixed-proportions production
function Production func-
tion with L-shaped isoquants,
so that only one combination
of labor and capital can be
used to produce each level of
output.

In §3.1, we explain that two
goods are perfect comple-
ments when the indifference
curves for the goods are
shaped as right angles.
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The fixed-proportions production function describes situations in whic,
methods of production are limited. For example, the production of a televisjqy,
show might involve a certain mix of capital (camera and sound equipment, etc) “
and labor (producer, director, actors, etc.). To make more television shows, all
nputs to production must be increased proportionally. In particular, it would e
difficult to increase capital inputs at the expense of labor, because actors are nec.
essary inputs to production (except perhaps for animated films). Likewise j;
would be difficult to substitute labor for capital, because filmmaking today .
requires sophisticated film equipment. ’

@rops can be produced using different methods. Food grown on large farmg
in the United States is usually produced with a capital-intensive techiology,
which involves substantial investments in capital, such as buildings and equip-
ment, and relatively little input of labor. However, food can also be produced
using very little capital (a hoe) and a lot of labor (several people with the
patience and stamina to work the soil). One way to describe the agricultura]
production process is to show one isoquant (or more) that describes the combi-
nation of inputs that generates a given level of output (or several output levels).
The description that follows comes from a production function for wheat that
was estimated statistically.” ‘

Figure 6.10 shows one isoquant, associated with the production function,
corresponding to an output of 13,800 bushels of wheat per year. The manager
of the farm can use this isoquant to decide whether it is profitable to hire more
labor or use more machinery. Assume the farm is currently operating at A, with
a labor input L of 500 hours and a capital input K of 100 machine hours. The
manager decides to experiment by using only 90 hours of machine time. To
produce the same crop per vear, he finds that he needs to replace this machine
time by adding 260 hours of labor:

The results of this experiment tell the manager about the shape of the wheat
production isoquant. When he compares points A (where L = 500 and K = 100)
and B (where L = 760 and K = 90) in Figure 6.10, both of which are on the
same isoquant, the manager finds that the marginal rate of technical substitu-
tion is equal to 0.04 (—AK/AL = —(—10)/260 = .04).

The MRTS tells the manager the nature of the trade-off involved in adding
labor and reducing the use of farm machinery. Because the MRTS is substan-.
tially less than 1 in value, the manager knows that when the wage of a laboreris
equal to the cost of running a machine, he ought to use more capital. (At his
current level of production, he needs 260 units of labor to substitute for 10 units
of capital.) In fact, he knows that unless labor is much less expensive than the use
of a machine, his production process ought to become more capital-intensive.

The decision about how many laborers to hire and machines to use cannot
be fully resolved until we discuss the costs of production in the next chapter-
However, this example illustrates how knowledge about production isoquants
and the marginal rate of technical substitution can help a manager. It also sug:
gests why most farms in the United States and Canada, where labor is rela-

" The food production function on which this example is based is given by the equatioﬂ;
Q = 100(K°L"), where Q is the rate of output in bushels of food per vear, K is the quantity
machines in use per vear, and L is the number of hours of labor per vear.

Capi'[al
(machine
hours per

vear)

120

100

90
80 |-

Qutput = 13,800 bushels
per vear

Awheat output of 13,800 bushels per year can be produced with different combina-
tions of labor and capltal.. The more capital-intensive production process is shown as
point 4, the more labor-intensive process as point B. The marginal rate of technical
substitution between A and B is 10/260 = 0.04.

6.0

&

Mare: ; : e
I'#inal rate of technical substitution is given by

i Israel, see Richard

tll'vely expensive, operate in the range of production in which the MRTS is rela-
tively 141igh (with a high capital-to-labor ratio), whereas farms in developing
countries, in which labor is cheap, operate with a lower MRTS (and a lowe?

; Fapital—to&abor ratio).” The exact labor/capital combination to use depends on
Input prices, a subject we discuss in Chapter 7.

J

Returns to Scale

Our analysis of input substitution in the production process has shown us what
happens when a firm substitutes one input for another while keeping output
cnstant. However, in the long run, with all inputs variable, the firm must also
;(;Itlfldel‘ the })est way to increase output. One way to do so is to change the scale
et working i one e meche e 2k

g g machine on one acre of land to produce

Wit ion function eiven i 7 it
ith the production function given in footnote 7, it is not difficult (using calculus) to show that the
MRTS = (MP,/MP;) = (1/4XK '
$:A nical i ] . f (1/4YK/L). Thus the
decreases as the cap1ta1»to-labor ratio falls. For an interesting study :)f agriculmral)production
rodues _ E. ]LlSt., David Zilberman, and Eithan Hochman, “Estimation of Multicrop
on Functions,” American Journal of Agricultural Econontics 65 (1983): 770-80.
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refurns to scale Rate at which
output increases as inputs are
increased proportionately

increasing returns to scale
Output more than doubles
when all inputs are doubled.

constant returns to scale
Output doubles when all
inputs are doubled.

decreasing returns to scale
Output less than doubles
when all inputs are doubled.
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100 bushels of wheat, what will happen to output if we put two farmers to work

with two machines on two acres of land? Output will almost certainly increase, Capital Capital
but will it double, more than double, or less than double? Returns to scale is the (mehme) (machine
ours hours)

rate at which output increases as inputs are increased proportionately. We wi|
examine three different cases: increasing, constant, and decreasing returns tgq
scale.

=

Increasing Returns to Scale

e

If output more than doubles when inputs are doubled, there are increasing
returns to scale. This might arise because the larger scale of operation allows
managers and workers to specialize in their tasks and to make use of more
sophisticated, large-scale factories and equipment. The automobile assembly

line is a famous example of increasing returns.

The prospect of increasing returns to scale is an important issue from a public
policy perspective. If there are increasing returns, then it is economically advan-
tageous to have one large firm producing (at relatively low cost) rather than to
have many small firms (at relatively high cost). Because this large firm can con-
trol the price that it sets, it may need to be regulated. For example, increasing
returns in the provision of electricity is one reason why we have large, regulated
power companies.

Labor (hours)

Wh('en a firm’s production process exhibits constant returns to scale as shown by a movement along ray 0A in part (a)
the isoquants are equallylspaced as output increases proportionally. However, when there are increasing retums to’
scale as shown in (b), the isoquants move closer together as inputs are increased along the ray.

)

Constant Returns to Scale

A second possibility with respect to the scale of production is that output may
double when inputs are doubled. In this case, we say there are constant returns
to scale. With constant returns to scale, the size of the firm’s operation does not
affect the productivity of its factors—one plant using a particular production
process can easily be replicated, so that two plants produce twice as much out-
put. For example, a large travel agency might provide the same service per client
and use the same ratio of capital (office space) and labor (travel agents) as a
small agency that services fewer clients.

hours of labor and 2 hours of machine time are used, an output of 10 units is pro-
duced. When both inputs double, output doubles from 10 to 20 units; when both
inputs triple, output triples, from 10 to 30 units. Put differently, twice as much of
both inputs is needed to produce 20 units, and three times as much is needed to
produce 30 units.

In Figure 6.11(b), the firm’s production function exhibits increasing returns to
scale. Now the isoquants become closer together as we move away f:om the ori-
gin along 0A. As a result, less than twice the amount of both inpthS is needed to
increase production from 10 units to 20; substantially less than three times the
inputs are needed to produce 30 units. The reverse would be true if the produc-
tion function exhibited decreasing returns to scale (not shown here). With
decreasing returns, the isoquants become increasingly distant from one another
as output levels proportionally increase. )

‘Returns to scale vary considerably across firms and industries. Other things
bgmg equal, the greater the returns to scale, the larger firms in an industry a?e
likely to be. E}ecause manufacturing involves large investments in capital eciuip-
ment, manufacturing industries are more likely to have increasing returns to
scale than service-oriented industries. Services are more labor—intensoive and can
usually be provided as efficiently in small quantities as they can on a large scale.

Decreasing Returns to Scale

Finally, output may less than double when all inputs double. This case of
decreasing returns to scale applies to some firms with large-scale operations.
Eventually, difficulties in organizing and running a large-scale operation may
lead to decreased productivity of both labor and capital. Communication
between workers and managers can become difficult to monitor as the work-
place becomes more impersonal. Thus the decreasing-returns case is likely to be
associated with the problems of coordinating tasks and maintaining a useful line
of communication between management and workers.

Describing Returns to Scale

The presence or absence of returns to scale is seen graphically in the two parts of
Figure 6.11. The line 0A from the origin in each panel describes a production
process in which labor and capital are used as inputs to produce various levels
of output in the ratio of 5 hours of labor to 2 hours of machine time. In Figuré
6.11(a), the firm’s production function exhibits constant returns to scale. When?

g he carpet industry in the United States centers around the town of Dalton
; 111.1101"t}'1ern Georgia. From a relatively small industry with many small
rms in the first half of the twentieth century, it grew rapidly and became a
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We can therefore characterize the carpet industry as one in which there are

constant returns to scale for relatively small plants but increasing returns to
CARPET SHIPMENTS, 1996 , ; gcale for larger plants. These increasing returns, however, are limited, and we
(MILLIONS OF DOLLARS PER YEAR) can expect that if plant size were increased further, there would eventually be
‘ decreasing returns to scale.
1. Shaw Industries 3,202 6. World Carpets 475 _
2. Mohawk Industries 1,795 7. Burlington industries 450
3. Beaulieu of America 1,006 8. Collins & Aikman 418
4. Interface Flooring 820 9. Masland Industries 380
5. Queen Carpet 775 10. Dixie Yarns 280
major industry with a large number of firms of all sizes. For example,'the top 1. A production function describes the maximum output a technical substitution at each point on the isoquant.
ten carpet manufacturers, ranked by shipments in millions of dollars in 199, firm can produce for each specified combination of The marginal rate of technical substitution of labor for cap-
are shown in Table 6.5.° inputs. _ ital (MRTS) is the amount by which the inpu-t of capi-
Currently, there are three relatively large manufacturers (Shaw, Mohawk, 2. An isoquaiit is a curve that shows all combuliahlons of tal can be reduced whep one extra unit of labor is
and Beaulieu), along with a number of smaller producers. There are also many ' inputs ‘tlgat }’1§1d a glxien‘level of otitgutu A f}}'nm s pro- }E;ed 50 tclilatdout}i}lt' rem}ams constanF ’ .
carpet retailers, wholesale distributors, carpet buying groups, and national duction unc.hondca? ;edl.e-Fr’esenlte_ ly e; series of is0- 7. ; e stan. ar1 ot1 1vullg tciiat a.coimt'ril cfa111 attauun for its
-otail carpet chains. The carpet industry has grown rapidly for several reasons. - quants associated with dit ere-nt evels of output. ‘ c.m‘zens 15 close )t related to 1ts leve 0‘ ?ibOl produho
refall carp b ‘ ° . ; . 3. In the short run, one or more inputs to the production tivity. Decreases in the rate of productivity growth in
Consumer demand for wool, nylon, and poll}.rpropylene (Ealpets m Conun.erual process are fixed. In the long run, all inputs are poten- developed countries are due in part to the lack of
and residential uses has skyrocketed. In addition, umovahqns such as the intro- tally variable. erowth of capital investment.
duction of larger, faster, and more efficient carpet-tufting n'1achm§s have 4. Production with one variable input, labor, can be use- 8. The possibilities for substitution among inputs in the
reduced costs and greatly increased carpet production. Along with the increase fully described in terms of the average product of labor production process range from a production function
in production, innovation and competition have worked together to reduce real (which measures output per unit of labor input), and in which inputs are perfect substitutes to one in which
carpet prices. . the marginal product of labor (which measures the addi- the proportions of inputs to be used are fixed (a fixed-
To what extent, if any, can the growth of the carpet industry be explained by tional output as labor is increased by 1 unit). proportions productiqn function).
the presence of returns to scale? There have certainly been substantial improve- 5. According to the la.w of dzmmzsv/ng margqml returns, 9. Inlong-run analysis, we tend fo focus on the firm's
ments in the processing of key production inputs (such as stain-resistant yarn) g whenﬂone or‘n'lor‘e, 111Puts ar'e fixed, a var1f1ble input choice of its scale or size of oPerahopu Constant
and in the distribution of carpets to retailers and consumers. But what about: = (u'su.a v laboT) is 1.11\e1y to have a marglflal p1(?duct that returns- fo scale means tmhatvdoubhng all inputs leads
: f ts? Carpet production is capital intensive—manufactur- eventually diminishes as the level of input increases. to doubling output. Increasing returns to sgale occurs
the productlonp carpets: pet procuct . hi hat t . Isoquants always slope downward because the mar- when output more than doubles when inputs are
ing plants require heavy investments in high-speed .t’uftlng tnaciunes hc’i . i ginal product of all inputs is positive. The shape of doubled; decreasing returns to scale applies when
various types of yarn into carpet, as well as machines that put the backings each isoquant can be described by the marginal rate of output less than doubles.

onto the carpets, cut the carpets into appropriate sizes, and package, label, and
distribute them.

Overall, physical capital (including plant and equipment) accounts for‘about
77 percent of a typical carpet manufacturer’s costs, while labor accounts for the
remaining 23 percent. Over time, the major carpet manufacturers have
increased the scale of their operations by putting larger and more efficient tuft-
ing machines into larger plants. At the same time, the use of lal?or' in the:?e
plants has also increased significantly. The result? Proportional increases i

. j : . -H increase in output for these . What is a production function? How does a long-run of labor for the last person hired? If you observe that
inputs have resulted in a more than proportiona pre ctic 8 p ¥
larger plants. For example, a doubling of capital and labor inputs might leadto Rrod}lctio.n function differ from a short-run produc- your average.product is just beginning to decling,
a 110-percent increase in output. This pattern has not, however, been uniform tion function? ) should you hire any more workers? What does this
perce 1 t \ufacturers have found that small - Why is the marginal product of labor likely to situation imply about the marginal product of your
across th? industry. Mos.t Smaller Carlfjfe inal fput: ie. small proportional increase and thern decline in the short run? last worker hired?
changes n .S,cale have little Or no etiect on Ouup 1o v all prop - Diminishing retums to a single factor of production and 5. Faced with constantly changing conditions, why
increases in inputs have only increased output proportionatly. constant returns to scale are not inconsistent. Discuss. would a firm ever keep any factors fixed? What crite-
- You are an employer seeking to fill a vacant position ria determine whether a factor is fixed or variable?
on an assembly line. Are you more concerned with 6. How does the curvature of an isoquant relate to the
® Frank O'Neill, “The Focus 100,” Focis (May 1997): 20. the average product of labor or the marginal product marginal rate of technical substitution?
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7. Can a firm have a production function that exhibits 8. Give an example of a production process in which thg
increasing returns to scale, constant returns to scale, short rum involves a day or a week, and the 1ong Iy
and decreasing returns to scale at different scales of any period longer than a week.
production as output increases? Discuss.
Ty
i
1. Suppose a chair manufacturer is producing in the 4. A firm has a production process in which the inputs n the last C11aptel'/"\’e gxamined the firm’s PrOdulction tech-
short run when equipment is fixed. The manufacturer to production are perfectly substitutable in the long . nology:—the relationship thaﬁ shows how factor inputs can
knows that as the number of laborers used in the pro- run. Can you tell whether the marginal rate of techni- be transformed into outputs. Now we will see how the pro-
duction process increases from 1 to 7, the number of cal substitution is high or low, or is further informa. ' duction technology, together with the prices of factor inputs,
chairs produced changes as follows: 10, 17, 22, 25, 26, tion necessary? Discuss.‘ = determine the firm’s cost of production.
25,23. 5. The marginal product of labor is known to be greater ' Given a firm’s production technology, managers must
a. Calculate the average and marginal product of than the average product of labor at a given level of decide ot to produce. As we saw, inputs can be combined in
labor for this production function. employment. Is the average product increasing or different ways to vield the same amount of output. For exam-
b. Does this production function exhibit diminishing decreasing? Explain. Y ) o ) ’
returns to labor? Explain. 6. The marginal product of labor in the production of prle., 701F1’rilcan plltolducfeﬂa C'er.t’a?}(ti)ultpglt W ltg a iott Oft labgtl land
¢. Explain intuitively what might cause the marginal computer chips is 50 chips per hour. The margina ! e‘1_\‘ 1ttie capl a s W lb? very little labor and a ot of capital, or
product of labor to become negative. rate of technical substitution of hours of labor for - with some chel com mathl'v1 Qf th? two. In thl'S Ch‘apter wesee
2. Fill in the gaps in the table below. hours of machine-capital is 1/4. What is the marginal - how the optinal—i.e.,, Cost-nmnmlzn}g—combmahon of inputs
broduct of capital? - is chosen. We will also see how a firm’s costs depend on its
product of cap =
7. Do the following production functions exhibit de - rate of output and show how these costs are likely to change
creasing, constant, or increasing returns to scale? . over time.
MARGINAL AVERAGE a. Q = 5KL - We begin by explaining how cost is defined and measured,
ml.l/ﬁgg?lfg f TOTAL PTI%%%.? Pf/ngli?TL‘E]F b.Q=2K — 3L- L distinguishing between the concept of cost used by econo-
- PUT INPUT 8. The production function for the personal computer mists, who are concerned about the firm’s future performance,
INPUT outPy INPU of DISK, Inc.,, is given by Q = 10K°L?, where Q is th L -
» NC, 15 § > o and by accountants, who focus on the firm’s financial state-
number of computers produced per day, K is hours of ) . LS tate
0 0 — — machine time, and L is hours of labor input. DISK's ments. We then examine how the characteristics of the firm’s
1 150 competitor, FLOPPY, Inc., is using the production _ product1011 techl?ology affect cgsts, bqth in the short.run, when
» 200 function O = 10K °L* ; the firm can do little to change its capital stock, and in the long
3 200 a. If both companies use the same amounts of capital - run, when the firm can change all its factor inputs.
and labor, which will generate more output? , We then show how the concept of returns to scale can be
4 160 b. Assume that while capital is limited to 9 machine » generalized to allow for both changes in the nix of inputs and
5 150 hours, labor is unlimited in supply. In which com: - the production of many different outputs. We also show how
6 150 pany is the marginal product of labor greater’ cost sometimes falls over time as managers and workers learn
Explain. from experience and make the production process more effi-
9, In Example 6.3, wheat is produced according to the

3. A political campaign manager must decide whether
to emphasize television advertisements or letters to
potential voters. Describe the production function for
votes. How might information about this function
(such as the shape of the isoquants) help the cam-
paign manager to plan strategy?

cient. Finally, we show how empirical information can be used
to estimate cost functions and predict future costs.

production function Q = 100(K°L?).
a. Beginning with a capital input of 4 and a labor ‘
input of 49, show that the marginal product of 3
labor and the marginal product of capital ave both
decreasing. .
b. Does this production function exhibit increasing
decreasing, or constant returns to scale?

Before we can analyze how a firm can minimize costs, we must
clarify what we mean by cost in the first place and how we
should measure it. What items, for example, should be

included as part of a firm’s cost? Cost obviously includes the
wages a firm pays its workers and the rent it pays for office
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accounting cost Actual
expenses plus depreciation
charges for capital equipment.

economic cost Costtoa
firm of utilizing economic
resources in production,
including opportunity cost.

opportunity cost Cost asso-
ciated with opportunities that
are forgone when a firm’s
resources are not put to their
highest-value use.
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space. But what if the firm already owns an office building and doesn’t have tq
pay rent? How should we treat money that the firm spent two or three years agg
(and can’t recover) for equipment or for research and development? We'jj
answer questions such as these in the context of the economic decisions that
managers make.

Economic Cost versus Accounting Cost

Economists often think of cost differently from financial accountants, who are
usually concerned with reporting the past performance of the firm for external
use, as in annual reports. Financial accountants tend to take a retrospective view
of the firm’s finances and operations because they must keep track of assets and.
liabilities and evaluate past performance. As a result, accounting cost—the cost
that financial accountants measure—can include items that an economist would
not include and would not include items that economists usually do include. For |
example, accounting cost includes actual expenses plus depreciation expenses .
for capital equipment, which are determined on the basis of the allowable tax -
treatment by the Internal Revenue Service.

Economists—and we hope managers—take a forward-looking view of the
firm. They are concerned with the allocation of scarce resources. Therefore, they .
care about what cost is likely to be in the future and about ways in which the
firm might be able to rearrange its resources to lower its costs and improve its
profitability. As we will see, economists are therefore concerned with economic
cost, which is the cost associated with forgone opportunities. The word economic
tells us to distinguish between costs that the firm can control and those it cannot,

Opportunity Cost

Economists use the terms economic cost and opportunity cost synonymously.
Opportunity cost is the cost associated with opportunities that are forgone by
not putting the firm’s resources to their highest-value use. For example, consider
a firm that owns a building and therefore pays no rent for office space. Does this
mean that the cost of office space is zero? While a financial accountant would
treat this cost as zero, an economist would note that the firm could have earned
rent on the office space by leasing it to another company. This forgone rent is the
opportunity cost of utilizing the office space and should be included as part of
the economic cost of doing business. ‘

Accountants and economists both include actual monetary outlays, called
casl flows, in their calculations. Cash flows include wages, salaries, and the cost
of materials and property rentals; they are important because they involve direct
payments to other firms and individuals. These costs are relevant for the econo-
mist because most monetary outlays, including wages and materials costs, rep-
resent money that could have usefully been spent elsewhere. c

Let's take a look at how opportunity cost can make economic cost differ from .
accounting cost in the treatment of wages and economic depreciation. Consideran
owner who manages her own retail store but chooses not to pay herself a salary
Although no monetary transaction has occurred (and thus no accounting cost i
recorded), the business nonetheless incurs an opportunity cost because the owner
could have earned a competitive salary by working elsewhere. ;

Likewise, accountants and economists often treat depreciation differently:.
When estimating the future profitability of a business, an economist or managet.
is concerned with the capital cost of plant and machinery. This cost involves not
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only the monetary outlay for buying and then running the machinery, but also
fhe cost associated with wear and tear. When evaluating past perforrﬁance, cost
accountants use tax rules that apply to broadly defined types of assets to deter-
mine allowable depreciation in their cost and profit calculations. But these
depreciation allowances need not reflect the actual wear and tear on the equip-
mernt, which is likely to vary asset by asset.

sunk Costs

Although an opportunity cost is often hidden, it should be taken into account
when making economic decisions. Just the opposite is true of a sunk cost: an
expenditure that has been made and cannot be recovered. A sunk cost is usually
visible, but after it has been incurred, it should always be ignored when making
future economic decisions. ) 7

Because a sunk cost cannot be recovered, it should not influence the firm'’s
decisions. For example, consider the purchase of specialized equipment
designed for a plant. Suppose the equipment can be used to do only what it was
originally designed for and cannot be converted for alternative usé. The expen-
diture on this equipment is a sunk cost. Because it has 110 alternative use, its oppoi-
tunity cost is zero. Thus it should not be included as part of the firm'’s costs. The
decision to buy this equipment may have been good or bad. It doesn’t matter.
It's water urider the bridge and shouldn't affect current decisions.

What if, instead, the equipment could be put to other use, or could be sold or
rented to another firm? In that case its use would involve an economic cost—
namely, the opportunity cost of using it rather than selling or renting it to
another firm.

Now consider a prospective sunk cost. Suppose, for example, that the firm has
not yet bought the specialized equipment but is merely considering whether to
do so. A prospective sunk cost is an investment. Here the firm must decide
whether that investment in specialized equipmennt is economical—i.e., whether it
will lc?aq toa ﬂpw of revenues large enough to justify its cost. In Chapter 15, we
explain in detail how to make investment decisions of this kind.

As an example, suppose a firm is considering moving its headquarters to a
new city. Last year it paid $500,000 for an option to buy a building in the city. The
pptlon gives the firm the right to buy the building at a cost of $5,000,000, so that if
it ultimately makes the purchase, its total expenditure will be $5,500,000. Now it
ﬁndf that a compf'irable building has become available in the same city at a price
Pf $5,250,000. Which building should it buy? The answer is the original building.
The /$500,000 option is a cost that has been sunk and that shouldonot affect tlse
nrm. s current decision. What's at issue is spending an additional $5,000,000 or an
ad@hor_ml $5,250,000. Because the economic analysis removes the sunk cost of the
option from the analysis, the economic cost of the original property is $5,000,000.
The newer Property, meanwhile, has an economic cost of $5,250,000. Of course, if
the new building cost $4,750,000, the firm should buy it and forgo its option.

he Northwestern University Law School has long been located in Chicago,
‘alm.lg the shores of Lake Michigan. However, the mairn campus of the uni-
versity is located in the suburb of Evanston. In the mid-1970s, the law school
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sunk cost Expenditure that
has been made and cannot be
recovered.
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total cost (TC or ©) Total
economic cost of production,
consisting of fixed and vari-
able costs.

fixed cost (FC) Cost that does
not vary with the level of
output.

variable cost (VC) Cost that
varies as output varies.
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began planning the construction of a new building and needed to decide on ap
appropriate location. Should it be built on the current site, where it would
remain near downtown Chicago law firms? Or should it be moved tq
Evanston, where it would become physically integrated with the rest of the
university?

The downtown location had many prominent supporters. They argued in

part that it was cost-effective to locate the new building in the city because the
university already owned the land. A large parcel of land would have to be

purchased in Evanston if the building were to be built there. Does this argu- -

ment make economic sense?

No. It makes the common mistake of failing to appreciate opportunity costs,
From an economic point of view, it is very expensive to locate downtown
because the opportunity cost of the valuable lakeshore location is high: that
property could have been sold for enough money to buy the Evanston land
with substantial funds left over.

In the end, Northwestern decided to keep the law school in Chicago. This
was a costly decision. It may have been appropriate if the Chicago location was
particularly valuable to the law school, but it was inappropriate if it was made
on the presumption that the downtown land was without cost.

TR

Fixed Costs and Variable Costs

Some of the firm’s costs vary with output, while others remain unchanged as

long as the firm is producing any output at all. This distinction will be important

when we examine the firm'’s profit-maximizing choice of output in the next

chapter. We therefore divide total cost (TC, or C)—the total economic cost of -
production—into two components:

5 Fixed cost (FC): A cost that does not vary with the level of output.
Variable cost (VO): A cost that varies as output varies.

Depending on circumstances, fixed costs may include expenditures for plant
maintenance, insurance, and perhaps a minimal number of employees. This cost
remains the same no matter how much output the firm produces. Variable cost,
which includes expenditures for wages, salaries, and raw materials, increases as
output increases.

Fixed cost does not vary with the level of output—it must be paid even if
there is no output. The only way that a firm can eliminate its fixed costs is by going out
of business.

Which costs are variable and which are fixed depends on the time horizon
that we are considering. Over a very short time horizon—say, one or two
months—most costs are fixed. Over such a short period, a firm is typically obli-
gated to receive and pay for contracted shipmnents of materials and cannot easily
lay off workers. On the other hand, over a long time horizon—say two or three
years—many costs become variable. Over a long time horizon, if the firm wants
to reduce its output, it can reduce its workforce, purchase less raw material, and
perhaps even sell off some of its capital.

When a firm plans a change in its operations, it usually wants to know how
that change will affect its costs. Consider, for example, a problem Delta Air Lines
faced recently. Delta wanted to know how its costs would change if it reduced
the number of its scheduled flights by 10 percent. The answer depends on
whether we are considering the short run or the long run. Over the short run—
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say SIX months—schedules are fixed and it is difficult to lay off or discharge
workers. As a result, most of Delta’s short-run costs are fixed and won't be
reduced significantly with the flight reduction. In the long run—say two years
or more—the situation is quite different. Delta has sufficient time to sell or‘lease

Janes that are not needed and to discharge unneeded workers. In this case,
most of Delta’s costs are variable and thus can be reduced significantly if a 10-

percent flight reduction is put in place.

gixed versus Sunk Costs

People often confuse fixed and sunk costs. Fixed costs are costs that are paid by a
firm that is in business, regardless of the level of output it produces. Such costs
can include, for example, the salaries of the key executives that run the business,
and expenses for their office space and support staff. Fixed costs can be avoided
if the firm goes out of business—the key executives, for example, will no longer
be needed. Sunk costs, on the other hand, are costs that have been incurred and
cannot be recovered. An example is the cost of a factory with specialized equip-
ment that is of no use in another industry. This expenditure is mostly sunk
pecause it cannot be recovered. (Some of the cost might be recoverable if the
equipment is sold for scrap.) The cost of the factory and equipment is 7ot a fixed
cost, because it cannot be recovered even if the firm shuts down. Suppose, on the
other hand, that the firm had agreed to make payments into a worker retirement
plan as long as the firm was in operation, regardless of its output or its profitabil-
ity. These payments could cease only if the firm went out of business. In this case,
annual payments into the retirement program should be viewed as a fixed cost.

1%5 you progress through this book, you will see that a firm’s pricing and
production decisions—and its profitability—depend strongly on the
structure of its costs. It is therefore important for managers to understand the
characteristics of production costs and to be able to identify which costs are
fixed, which are variable, and which are sunk. The relative sizes of these differ-
ent cost components can vary considerably across industries. Good examples
include the personal computer industry (where most costs are variable), the
computer software industry (where most costs are sunk), and the pizzeria busi-
ness (where most costs are fixed). Let’s look at each of these in turn.
Companies like Dell, Gateway, Compagq, and IBM produce millions of per-
sonal computers every year. Because the computers they produce are very sim-
ilar, competition is intense, and profitability depends critically on the ability to
keep costs down. Most of these costs are variable—they increase in proportion
to the number of computers produced each year. Most important is the cost of
components: the microprocessor that does much of the actual computation,
memory chips, hard disk drives and other storage devices, video and sound
cards, etc. Typically, the majority of these components are purchased from out-
side suppliers in quantities that depend on the number of computers produced.
Another important part of variable cost for these companies is labor,
workers are needed to assemble the computers and then to package and ship
thgm, There is little in the way of sunk costs because the factories cost little rel-
ative to the value of the company’s annual output. Likewise, there is little in the
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way of fixed costs—perhaps the salaries of the top executi.ves, some security
guérds, and electricity. Thus, when Dell and Gateway thl_nk about ways of
reducing cost, they focus largely on getting better prices for components or
reducing labor requirements—both of which are ways of reducing variable
cost.

What about the software programs that run on these personal computers?
Microsoft produces the Windows operating system as well as a \'a{}et}r of
applications such as Word, Excel, and PowerPoint. But many other firms—
some large and some small—also produce software programs thét run on
personal computers. The costs of production for such firms are quite d1ff.er_
ent from those facing hardware manufacturers. In software production
most costs are sunk. Typically, a software firm will spend a l'arge amount of
money to develop a new application program. These expenditures cannot be
recovered. o

Once the program is completed, the company can try to recoup 1ts invest-
ment (and make a profit as well) by selling as many copies of ’Fhe program as
possible. The variable cost of producing copies of the program is very small—
it is largely the cost of copying the program to floppy disks or CDs and‘ the'n
packaging and shipping the product. Likewise, the fixed cost of productlon is
small. Because most costs are sunk, entering the software business can
involve considerable risk. Until the development money .1'1as bgen spent and
the product has been released for sale, an entrepreneur 15 unlikely to know
how many copies can be sold and whether or not he will be able to make
morney. . . . .

Finally, let’s turn to your neighborhood pizzeria. For the plzzerla,.the

largest component of cost is fixed. Sunk costs are ta.lrly %ow because pizza
ovens, chairs, tables, and dishes can be resold if the pizzeria goes ouF of busi-
ness. Variable costs are also fairly low—mainly the ingredients for pizza
(flour, tomato sauce, cheese, and pepperoni for a typical large pizza might cost
$1) and perhaps wages for a couple of workers to help prodgce, serve, and
deliver the pizzas. Most of the cost is fixed—the opportunity cost of thfz
owner’s time (he might typically work a 60- or 70-hour \/\?eek),‘rent, and u’qh-
ties. Because of these high fixed costs, most pizzerias (which mlg}}t charge $10
for a large pizza costing about $3 in variable cost to produce) don’t make very
high profits.

7.2 Cost in the Short Run

We begin our detailed analysis of cost with the short-run case. The distinction
between fixed and variable costs is important here. To decide how mucl_i to pro-
duce, managers must know how variable cost increases with the le\fgl of output.
It will also be helpful to consider some other measures of cost. We will usea Spel;
cific example that typifies the cost situation of many firms. After. we explain eacf
of the cost concepts, we will show how they relate to the analysis in Chapter 60
the firm'’s production process. . . g .
The data in Table 7.1 describe a firm with a fixed cost of $50. Vauabl.e cos
increases with output, as does total cost, which is the sum of the fixgd costin Cdi
umn 1 and the variable cost in column 2. From the figures given in columns
and 2, a number of additional cost variables can be defined.
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AVERAGE AVERAGE AVERAGE
RATE OF FIXED VARIABLE TOTAL FIARGINAL FXED VARIABLE TOTAL
ouTPUT COST CasT COST COST CosT COST CasT
(URITS (DOLLARS (DOLLARS (DOLLARS (DOLLARS (DOLLARS  (DOLLARS  (BOLLARS
PEBYEAR)  PERYEAR) PERYEAR)  PERYEAR) PER UNIT) PERUNIT)  PERUNIT)  PER UNIT)
(FC) (VC) (TC) (VIG) (AFC) (AVC) (ATC)
(1) 2) (3) (4) (5) (6) {7)
0 50 0 50 — — — —
1 50 50 100 50 50 50 100
2 50 78 128 28 25 39 64
3 50 98 148 20 16.7 32.7 49.3
4 50 112 162 14 12.5 28 40.5
5 50 130 180 18 10 26 36
6 50 150 200 20 8.3 25 33.3
7 50 175 225 25 7.1 25 32.1
8 50 204 254 29 6.3 25.5 31.8
9 50 242 292 38 5.6 26.9 324
10 50 300 350 58 5 30 35
1 50 385 435 8h 4.5 35 395
Marginal Cost ) Marginal cost—sometimes called incremental cost—is  marginal cost (MC)  Increase

the intrease in cost that results from producing one extra unit of output. Because
fixed cost does not change as the firm’s level of output changes, marginal cost is
equal to the increase in variable cost or the increase in total cost that results from
an extra unit of output. We can therefore write marginal cost as

MC = AVC/AQ = ATC/AQ

Marginal cost tells us how much it will cost to expand the firm’s output by
one unit. In Table 7.1, marginal cost is calculated from either the variable cost
(column 2) or the total cost (column 3). For example, the marginal cost of increas-
ing output from 2 to 3 units is 520 because the variable cost of the fivm increases
from 578 to $98. (The total cost of production also increases by $20, from $128 to
5148. Total cost differs from variable cost only by the fixed cost, which by defini-
tion does not change as output changes.)

Aver

3 Average total cost, used interchangeably with
AC and with average economic cost, is the firm'’s total cost divided by its level of
output, TC/Q. Thus the average total cost of producing at a rate of five units is
536—that is, $180/5. Basically, average total cost tells us the per-unit cost of pro-
duction.

ATC has two components. Average fixed cost is the fixed cost (column 1 of
Table 7.1) divided by the level of output, FC/Q. For example, the aver-
age fixed cost of producing 4 units of output is $12.50 ($50/4). Because fixed
Cost is constant, average fixed cost declines as the rate of output increases.

in cost resulting from the pro-
duction of one extra unit of
output.

average total cost (ATQC)
Firm'’s total cost divided by
its level of output.

average fixed cost (AFQC)
Fixed cost divided by the level
of output
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average variable cost (AVC)
Variable cost divided by the
level of output.

In §6.3, we explain that dimin-
ishing marginal returns occurs
when additional inputs result
in a decrease in additions to
output.

The marginal product of
labor is discussed in §6.3.
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Average variable cost (AVC) is variable cost divided by the level of output,
VC/Q. The average variable cost of producing 5 units of output is $26—that s,
$130/5.

The Determinants of Short-Run Cost

Table 7.1 shows that variable and total costs increase with output. The rate at
which these costs increase depends on the nature of the production process and,
in particular, on the extent to which production involves diminishing returns tg
variable factors. Recall from Chapter 6 that diminishing returns to labor occurs
when the marginal product of labor is decreasing. If labor is the only input, what
happens as we increase the firm’s output? To produce more output, the firm
must hire more labor. Then, if the marginal product of labor decreases as the
amount of labor hired is increased (owing to diminishing returns), successively
greater expenditures must be made to produce output at the higher rate. Asa
result, variable and total costs increase as the rate of output is increased. On the
other hand, if the marginal product of labor decreases only slightly as the
amount of labor is increased, costs will not rise so fast when the rate of output is
increased.'

Let’s look at the relationship between production and cost in more detail by
concentrating on the costs of a firm that can hire as much labor as it wishes at a
fixed wage . Recall that marginal cost MC is the change in variable cost for a 1-
unit change in output (L.e., AVC/AQ). But the change in variable cost is the per-
unit cost of the extra labor w times the amount of extra labor needed to produce
the extra output AL. Since AVC = wAL, it follows that

MC = AVC/AQ = wAL/AQ

Recall from Chapter 6 that the marginal product of labor MP, is the change in
output resulting from a 1-unit change in labor input, or AQ/AL. Therefore, the
extra labor needed to obtain an extra unit of output is AL/AQ = 1/MP;. Asa
result,

MC = w/MP, (7.1)

Equation (7.1) states that marginal cost is equal to the price of the input
divided by its marginal product. Suppose, for example, that the marginal prod-
uct of labor is 3 and the wage rate is $30 per hour. In that case, 1 hour of labor
will increase output by 3 units, so that 1 unit of output will require 1/3 addi-
tional hour of labor and will cost $10. The marginal cost of producing that unit of
output is 10, which is equal to the wage, 30, divided by the marginal product
of labor, 3. A low marginal product of labor means that a large amount of addi-
tional labor is needed to produce more output, a fact that leads, in turn, to a high
marginal cost. Conversely, a high marginal product means that the labor require-
ment is low, as is the marginal cost. More generally, whenever the marginal
product of labor decreases, the marginal cost of production increases, and vice
versa.”

! We are implicitly assuming that because labor is hired in competitive markets, the payment per
unit of factor used is the same regardless of the firm'’s output

* With two or more variable inputs, the relationship is more complex. The basic principle, however
still holds: The greater the productivity of factors, the less the variable cost that the firm must incur
to produce any given level of output.

Dim g 5 and rginal Cost Diminishing
marginal returns means that the marginal product of labor declines as the quan-
ity of labor emploved increases. As a result, when there are diminishing mar-
giﬁal returns, marginal cqst will increase as output increases. This can be sZen by
Jooking at the numbers for marginal cost in Table 7.1. For output levels from 0
through 4, marginal cost is declining; for output levels from 4 through 11, how-

ever, marginal cost is increasing—a reflection of the presence of diminishing
marginal returns.

The Shapes of the Cost Curves

Figure 7.1 illustrates how various cost measures change as output changes. The
top part of the figure shows total cost and its two components, variable cost and
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In (a) total cost TC is the vertical sum of fixed cost FC and variable cost VC. In
(b) average total cost ATC is the sum of average variable cost AVC and average fixed
cost AFC. Marginal cost MC crosses the average variable cost and average iotal cost
_Curves at their minimum points. 7
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fixed cost; the bottom part shows marginal cost and average costs. These cost
curves, which are based on the information in Table 7.1, provide different kinds
of information.

Observe in Figure 7.1(a) that fixed cost FC does not vary with output—it i
shown as a horizontal line at $30. Variable cost VC is zero when output is zero and
then increases continuously as output increases. The total cost curve TC is deter-
mined by vertically adding the fixed cost curve to the variable cost curve. Because
fixed cost is constant, the vertical distance between the two curves is always §50,

Figure 7.1(b) shows the corresponding set of marginal and average variable
cost curves.® Because total fixed cost is $50, the average fixed cost curve AEC
falls continuously from $50 when output is 1, toward zero for large output. The
shapes of the remaining curves are determined by the relationship between the
marginal and average cost curves. Whenever marginal cost lies below average
cost, the average cost curve falls. Whenever marginal cost lies above average
cost, the average cost curve rises. When average cost is at a minimum, marginal
cost equals average cost.

Marginal and average costs are another example of the average-marginal relation-
ship described in Chapter 6 (with respect to marginal and average product). Atan
output of 5 in Table 7.1, for example, the marginal cost of 18 is below the average vari-
able cost of $26; thus the average is lowered in response to increases in output. But
when marginal cost is $29, which is greater than average variable cost ($25.5), the
average increases as output increases. Finally, when marginal cost ($25) and average
cost ($25) are the same, average variable cost remains unchanged (at about $25),

The ATC curve shows the average total cost of production. Because average
total cost is the sum of average variable cost and average fixed cost and the AFC
curve declines everywhere, the vertical distance between the ATC and AVC curves
decreases as output increases. The AVC cost curve reaches its minimum point ata
lower output than the ATC curve. This follows because MC = AVC at its mini-
mum point and MC = ATC at its minimum point. Because ATC is always greater
than AVC and the marginal cost curve MC is rising, the minimum point of the
ATC curve must lie above and to the right of the minimum point of the AVC curve.

Another way to see the relationship between the total cost curves and the
average and marginal cost curves is to consider the line drawn from origin to
point A in Figure 7.1(a). In that figure, the slope of the line measures average
variable cost (a total cost of $175 divided by an output of 7, or a cost per unit of
$25). Because the slope of the VC curve is the marginal cost (it measures the
change in variable cost as output increases by 1 unit), the tangent to the vC
curve at A is the marginal cost of production when output is 7. At A, this mar-
ginal cost of $25 is equal to the average variable cost of $25, because average
variable cost is minimized at this output.

Note that the firm’s output is measured as a flow: The firm produces a certain
number of units per year. Thus its total cost is a flow—for example, some number
of dollars per year. (Average and marginal costs, however, are measured in dol-
lars per unit.) For simplicity, we will often drop the time reference, and refer to
total cost in dollars and output in units. But you should remember that a firm’s
production of output and expenditure of cost occur over some time period. For

simplicity, we will often use cost (C) to refer to total cost. Likewise, unless noted
otherwise, we will use average cost (AC) to refer to average total cost.

3 The curves do not exactly match the numbers in Table 7.1. Because marginal cost represents the
change in cost associated with a change in output, we have plotted the MC curve for the first unit of
output by setting output equal to i, for the second unit by setting output equal to 13, and so on.

Marginal and average cost are very important concepts. As we will see in
Chapter 8, they enter critically into the firm'’s choice of output level. Knowledge
of short-run costs is particularly important for tirms that operate in an environ-
ment in which demand conditions tluctuate considerably. If the firm is currently
Producing ata 1(?\’61 of output at which marginal cost is sharply increasing, and
if demand may increase in the future, management might want to expand pro-
duction capacity to avoid higher costs.

l%lluminum is a lightweight versatile metal used in a wide variety of applica-
tions, including airplanes, automobiles, packaging, and building materi-
als. The production of aluminum begins with the mining of bauxite in such
’ countries as Australia, Brazil, Guinea, Jamaica, and Suriname. Bauxite is an ore
that contains a relatively high concentration of alumina (aluminum oxide),
which is separated from the bauxite through a chemical refining process. The
alumina is then converted to aluminum through a smelting process in which an
electric current is used to separate the oxygen atoms from the aluminum oxide
molecules. It is this smelting process—uwhich is the most costly step in produc-
ing aluminum—that we focus on here. ’

All of the major aluminum producers, including Alcoa, Alcan, Reynolds
Alumax, and Kaiser, operate smelting plants. A typical smelting plant will havé
two production lines, each of which produces approximately 300 to 400 tons of
aluminum per day. We will focus ort the short-run cost of pfoducﬁon. Thus we
consider the cost of operating an existing plant because there is insufficient
time in the short run to build additional plants. (It takes about four years to
plan, build, and tully equip an aluminum smelting plant.) ’

Although the cost of a smelting plant is substantial (over $1 billion), we will
assumme that the plant cannot be sold, and therefore the expenditure is sunk and
can be ignored. Furthermore, because fixed costs, which are largely for admin-
istrative expenses, are relatively small, we will ignore them also. :ﬂms we can
focus entirely on short-run variable costs. Table 7.2 shows the average operat-
ing costs for a typical aluminum smelter.* The cost numbers apply ?o a plant
that runs two shifts per day to produce 600 tons of aluminum per day. If prices
were sufficiently high, the firm could choose to operate the plant on a three-
sh1r.ts—per-day basis by asking workers to work overtime. However, wage and
maintenance costs would likely increase about 50 percent for this third shitt
because of tlTe need to pay higher overtime wages. We have divided the cost
et would semain he same At ans it 1vel, anc th accond inludes cont

¥ put level, and the second includes costs
thatvwould increase if output exceeded 600 tons per day.
. No;e tlhat the largest cost components for an aluminum smelter are electric-
ity and the cost of alumina; tog 7 rey s
Operating costs. Because ele/ch(?izftt\{lirhﬂfiilal ela)liiiseoltlliearb rOaL\lxt’ ‘;30 pe‘r'cent (?f s
( v, , naterials are used
in direct proportion to the amount of aluminum produced, they represent vari-
able costs that are constant with respect to the level of outhut. The costs of
labor, maintenance, and freight are also proportional to the level of output,

—————

* This example is based on Kenneth S. Corts, “ : i i
> . Corts, “The Al d 7 991" Harvar i
School Case N9-799-129, April 1999 > uminum Industry in 1994,” Harvard Business
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A Variable costs that are constant for all output levels
Electricity $316
Alumina 369
Other raw materials 125
Plant power and fuel 10
Subtotal $820
B Variable costs that increase when output exceeds 600 tons/day
Labor $150
Maintenance 120
Freight 50
Subtotal $320
Total operating costs $1140

but only when the plant operates two shifts per day. To increase out‘pu.t above
600 tons per day, a third shift would be necessary and would rgsult in a 50-
percent increase in the per-ton costs of labor, maintenance, and freight.

The short-run marginal cost and average variable cost curves for 'Fhe smelt-
ing plant are shown in Figure 7.2. The marginal and average variable cost
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The short-run average variable cost of smelting is constant for output levlels usuT g LL) 1};
to two labor shifts. When the third shift is added, marginal cost and average varia
cost increase until maximum capacity is reached.
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- curves are horizontal at a cost of $1140 per ton for outputs up to 600 tons per
day, which represents the maximum output achievable with two shifts per day
of production. As we move to the increased production of aluminum by means
of a third shift, the marginal cost of labor, maintenance, and freight increases
from $320 per ton to 5480 per ton, which causes marginal cost as a whole to
increase from $1140 per ton to $1300 per ton. As the figure shows, the increases
in marginal costs cause average costs to increase as well. Finally, when output
reaches 900 tons per day, an absolute capacity constraint is reached, at which
point the marginal and average costs of production become infinite.

PR

In the long run, the firm can change all its inputs. In this section we show how a
firm chooses the combination of inputs that minimizes the cost of producing a
given output. We will also examine the relationship between long-run cost and
the level of output. We begin by taking a careful look at the firm’s cost of using
capital equipment. We then show how this cost, along with the cost of labor,
enters into the production decision.

The User Cost of Capital

Firms often rent or lease equipment, buildings, and other capital used in the pro-
duction process. On other occasions, the capital is purchased. In our analysis,
however, it will be useful to treat capital as though it were rented, even if it was,
in fact, purchased. An illustration will help to explain how and why we do this.
Following on our previous example, let’s suppose that Delta Airlines is thinking
about purchasing a new Boeing 777 airplane for $150 million. Even though Delta
would pay a large sum for the airplane now, for economic purposes the pur-
chase price can be allocated or amortized across the life of the airplane. This will
allow Delta to compare its revenues and costs on an annual flow basis. We will
assume that the life of the airplane is 30 years; the amortized cost is therefore $5
million per year. The $5 million can be viewed as the annual economic depreciation
for the airplane.

So far, we have ignored the fact that had the firm not purchased the airplane,
itcould have earned interest on its $150 million. This forgone interest is an oppor-
tunity cost that must be accounted for. Therefore, the user cost of capital—the
annual cost of owning and using the airplane instead of selling it or never buy-
ing it in the first place—is given by the sum of the economic depreciation and the
fnterest (i.e., the financial return) that could have been earned had the money been
invested elsewhere.® Formally,

User Cost of Capital = Economic Depreciation + (Interest Rate)(Value of Capital)

————

More precisely, the financial return should reflect an investiment with similar risk. The interest rate,

Werefore, should include a risk premium. We discuss this point in Chapter 15

The Cost of Production Z2%5

user cost of capital Sum of
the annual cost of owning and
using a capital asset, equal to
economic depreciation plus
torgone interest.
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rental rate  Cost per vear of
renting one unit of capital.
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In our example, economic depreciation on the airplane is $5 million per yeay
Suppose Delta could have earmed a return of 10 percent had it invested it
money elsewhere. In that case, the user cost of capital is §5 million + (.10)($15g
million — depreciatior). As the plane depreciates over time, its value declines,
as does the opportunity cost of the financial capital that is invested in it. Fop
example, at the time of purchase, looking forward for the first vear, the user cogt
of capital is $5 million + (.10)(5150 million) = $20 million. In the tenth vear of

ownership, the airplane, which will have depreciated by $50 million, will
p P P 3 be

worth $100 million. At that point, the user cost of capital will be $5 million +
(.10)(5100 million) = $15 million per year.
We can also express the user cost of capital as a rate per dollar of capital:

r = Depreciation rate + Interest rate

2 22

For our airplane example, the depreciation rate is 1/30 = 3.33 percent per year,
If Delta could have earned a rate of return of 10 percent per year, its user cost of

a0

capital would be r = 3.33 + 10 = 13.33 percent per year.
In the long run, the firm can change all its inputs. We will now show how the

firm chooses the combination of inputs that minimizes the cost of producinga

given output. We will then examine the relationship between long-run cost and
the level of output.

The Cost-Minimizing Input Choice

We now furn to a fundamental problem that all firms face: how to select inputs to
produce a giveit output at miininun cost. For simplicity, we will work with two
variable inputs: labor (measured in hours of work per year) and capital (mea-
sured in hours of use of machinery per year).

The amount of labor and capital that the firm uses will depend, of course, on
the prices of these inputs. We will assume that there are competitive markets for
both inputs, so that their prices are unaffected by what the firm does. (In
Chapter 14 we will examine labor markets that are not competitive.) In this

case, the price of labor is simply the wage rate, w. But what about the price of

capital?

native use, expenditures on this machinery are not yet sunk and must be taken
into account; the firm is deciding prospectively how much capital to obtain,
Unlike labor expenditures, however, large initial expenditures on capital are nec-
essary. In order to compare the firm's expenditure on capital with its ongoing

cost of labor, we want to express this capital expenditure as a flow—e.g., in dollars

per year. To do this, we must amortize the expenditure by spreading it over the
lifetime of the capital, and we must also account for the forgone interest that the

firm could have earned by investing the money elsewhere. As we have just seen; .

this is exactly what we do when we calculate the user cost of capital. As above, the
price of capital is its user cost, given by r = Depreciation rate + Interest rate.

An example is office space in a large office building. In this case, the price of cap-
ital is its rental rate—i.e., the cost per year for renting a unit of capital.

Tenial Rate of Capital Sometimes capital is rented rather than urchased.
! F

Chapter 7

Does this mean that we must distinguish between capital that is rented and
capital that is purchased when we determine the price of capital? No. If the cap-
ital market is comipetitive (as we have assumed it is), the rental rate should be equal
to the ser €0st, T Why? Because in a competitive market, firms that own capital
(e.g, the owner of the large office building) expect to earn a competitive return

_ when they rent it—namely, the rate of return that they could have earned by

investing their money elsewhere, plus an amount to compensate for the depreci-
stion of the capital. This conpetitive retuurit is the user cost of capital.

Many textbooks simply assume that all capital is rented at a rental rate r. As
we have just seen, this assumption is reasonable. However, you should now
understand whty it is reasonable: Capital that is purchased can be treated as thougl it
were rented at a rental rate equal to the user cost of capital.

For the remainder of this chapter, we will therefore assume that the firm rents
all of its capittal at a rental rate, or “price,” r, just as it hires labor at a wage rate,
or “price,” w. We can now focus on how a firm takes these prices into account
when determining how much capital and labor to utilize.®

The lsocost Line

We begin by looking at the cost of hiring factor inputs, which can be represented
by a firm’s isocost lines. An isocost line shows all possible combinations of labor
and capital that can be purchased for a given total cost. To see what an isocost
line looks like, recall that the total cost C of producing any particular output is
given by the sum of the firm'’s labor cost wL and its capital cost rK:

C=wL + 1K (7.2)

For each different level of total cost, equation (7.2) describes a different isocost
l%ne. In Figure 7.3, for example, the isocost line C; describes all possible combina-
tions of labor and capital that cost a total of C to hire.

y If Vtve rewrite the total cost equation as an equation for a straight line,
ege
[=]

K=C/r—(w/rlL

It follows that the isocost line has a slope of AK/AL = — (w/r), which is the ratio
of the wage rate to the rental cost of capital. Note that this slope is similar to the
slope of the budget line that the consumer faces (because it is determined solely
b}f the prices of the goods in question, whether inputs or outputs). It tells us that
if the fiFm gave up a unit of labor (and recovered w dollars in cost) to buy w/r
units of capital at a cost of r dollars per unit, its total cost of production would
remain the same. For example, if the wage rate were $10 and the rental cost of

capital $5, the firm could replace one unit of labor with two units of capital with
no change in total cost.

—————

amtréSS{’OSSlbIE, of course, that input prices might increase with demand because of overtime or a rel-
. i1ortage of capital equipment. We discuss the possibility of a relationship betiveen the price of
nputs and the quantities demanded by a firm in Chapter 14.
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isocost line Graph showing
all possible combinations of
labor and capital that can be
purchased for a given total
cost.
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Isocost curves describe the combination of inputs to production that cost the same
amount to the firm. Isocost curve C, is tangent to isoquant Q, at A and shows that
output Q, can be produced at minimum cost with labor input ., and capital input
K;. Other input combinations—L,, K, and L;, K;—vyield the same output at higher
cost.

Choosing Inputs

Suppose we wish to produce at an output level Q,. How can we do so at mini-
mum cost? Look at the firm’s production isoquant, labeled Q,, in Figure 7.3. The
problem is to choose the point on this isoquant that minimizes total cost.

Figure 7.3 illustrates the solution to this problem. Suppose the firm were to
spend C; on inputs. Unfortunately, no combination of inputs can be purchased
for expenditure C; that will allow the firm to achieve output Q;. However, out-
put Q; can be achieved with the expenditure of Cs, either by using K- units of
capital and L, units of labor or by using K5 units of capital and L; units of labor.
But C, is not the minimum cost. The same output Q; can be produced more
cheaply, at a cost of C;, by using K; units of capital and L; units of labor. In fact,
isocost line C; is the lowest isocost line that allows output Q, to be produced. The
point of tangency of the isoquant Q; and the isocost line C; at point A tells us the
cost-minimizing choice of inputs, L; and K;, which can be read directly from the
diagram. At this point, the slopes of the isoquant and the isocost line are just equal

When the expenditure on all inputs increases, the slope of the isocost
line does not change—because the prices of the inputs have not changed.
The intercept, however, increases. Suppose that the price of one of the inputs,
such as labor, were to increase. In that case, the slope of the isocost line — (wfr}
would increase in magnitude and the isocost line would become steeper.

Chapter 7

Capital
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Labor per Year

IPabar}g ag isocos? curve C 1, the firm produces output Q, at point A using L, units of
abor and K, units of capital. When the price of labor increases, the isocost curves

become steeper. Output Q, is i i
! . 118 now produced at point B on isoc ' i
L, units of labor and K, units of capital. F Petcurve G2 by using

Figure 7.4 shows this. Initially, the isocost line is C
costs of producing output Q, at A by
tal. When the price of labor increase
cost line C, reflects the higher price o
firm minimizes its cost of producing

1, and the firm minimizes its
using L, units of labor and K units of capi-
s, the isocost line becomes steeper. The iso-
f labor. Facing this higher price of labor, the
cost output Q; by producing at B, using i
i)fblabor. and Kz units of .capitaL The firm has respponded tcc)3 the hi};}llle:? ;iilcj—;uct)?
abor by substltut.mg capital for labor in the production process.
" I;?;\;igle? t'he 1fsocost hng relate to the firm’s production process? Recall that
of e }515~ of prgductlor} technology, we showed that the marginal rate
echnical substitution MRTS of labor for capital is the negative of the slope

of the isoquant and is e ot .
capital: q qual to the ratio of the marginal products of labor and

MRTS = — AK/AL = MP, /MP, (7.3)

Above, e noted that the isocost line has a slope of AK/AL = —w/r. It follows

that when a fiy inimi F
I'm minimizes the cost of producing a parti s

. sy C )
low g condition holds: ’ =eP uiar eutput the fol

MP; /MPy = w/r

The Cost of Production

In §6.2, we explain that the
MRTS is the amount by
which the input of capital can
be reduced when one extra
unit of labor is used, so that
output remains constant.
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We can rewrite this condition slightly as follows:

MP; /w = MPy/r (7.4)

MP, /w is the additional output that results from spending an additional do.
lar for labor. Suppose that the wage rate is $10 and that adding a worker tothe =~
production process will increase output by 20 units. The additional output per
dollar spent on an additional worker will be 20/10 = 2 units of output per dol.
lar. Similarly, MP,/r is the additional output that results from spending ap
additional dollar for capital. Therefore, equation (7.4) tells us that a cost-min;-
mizing firm should choose its quantities of inputs so that the last dollar’s worth
of any input added to the production process yields the same amount of extra
output. -

Why must this condition hold for cost minimization? Suppose that in addj-
tion to the $10 wage rate, the rental rate on capital is $2. Suppose also that
adding a unit of capital will increase output by 20 units. In that case, the addi- -
tional output per dollar of capital input would be 20/$2 = 10 units of output per ‘
dollar. Because a dollar spent for capital is five times more productive than a
dollar spent for labor, the firm will want to use more capital and less labor. If the
firm reduces labor and increases capital, its marginal product of labor will rise
and its marginal product of capital will fall. Eventually, the point will be’
reached where the production of an additional unit of output costs the same
regardless of which additional input is used. At that point the firm is minimiz-
ing its cost.

Chapter 7
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When thg vﬁrm isnot chgrged for dumping its wastewater in a river, it chooses to pro-
duge a given output using 10,000 gallons of wastewater and 2000 machine-hours of
capital at A. However, an effluent fee raises the cost of wastewater, shifts the isocost
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7
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Steel plants are often built on or near rivers. A river offers readily available,
inexpensive transportation for both the iron ore that goes into the produc-
tion process and the finished steel itself. Unfortunately, it also provides a cheap
disposal method for by-products of the production process, called effluciit. For -
example, a steel plant processes its iron ore for use in blast furnaces by grinding -
taconite deposits into a fine consistency. During this process, the ore is
extracted by a magnetic field as a flow of water and fine ore passes through the
plant. One by-product of this process—fine taconite particles—can be dumped
in the river at relatively little cost to the firm. Alternative removal methods or
private freatment plants are relatively expensive.

Because the taconite particles are a nondegradable waste that can harm veg-
etation and fish, the Environmental Protection Agency (EPA) has imposed an
effluent fee—a per-unit fee that the steel firm must pay for the effluent that.
goes into the river. How should the manager of a steel plant deal with the
imposition of this effluent fee to minimize the costs of production?

Suppose that without regulation the plant is producing 2000 tons of steel per -
month, using 2000 machine-hours of capital and 10,000 gallons of water (which:
contains taconite particles when returned to the river). The manager estimates
that a machine-hour costs $40 and dumping each gallon of wastewater in the
river costs $10. The total cost of production is therefore $180,000: $80,000 for %
capital and $100,000 for wastewater. How should the manager respond to an EPA~
imposed effluent fee of $10 per gallon of wastewater dumped? The manager

W

@0\\’? that there is some flexibility in the production process. If the firm puts
into place more expensive effluent treatment equipment, the firm can achieve
the same output with less wastewater.

Figure 7.5 shows the cost-minimizing response. The vertic

Figure 7 ‘ al axis measures
the firm’s input of capit

al in machine-hours per month—the horizontal axis
measures the quantity of wastewater in gallons per month. First, consider the
level at which the firm produces when there is no effluent fee. Ploint A repre-
sents the input of capital and the level of wastewater that allows the ﬁrlﬁ to
produce its quota of steel at minimum cost. Because th
cost, A lies on the isocost line FC, which is taneent to the i
the isocost line is equal to —5$10/$40 = — 0‘2_2 bec
four times more than a unit of wastewater.

When the effluent fee is imposed, the cost of wastewater increases from $10
{Joer ié-ﬂt(}m to S?O: Forevery gallpp of wastewater (which costs $10), the firm has
thepc C})St 1ef g(})\ ernment an a@dltlonal $10. The effluent fee therefore increases
o p(z) i ;: }jlsetec\gsttefl relative to capital. To produce the same output at the
o “S20/S10 = 05 that is angent 0 he oquant o a7 5 o
dppropriate isocost line, and BDcri\'es the a q 1" o Siee /"3, D'E o

7 , g ppropriate choice of capital and
astewater. The move from A to B shows that with an effluent fee the use of an

e firm is minimizing
soquant. The slope of
ause a unit of capital costs

alter . . :
lternative production technology that emphasizes the use of capital (3500
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Capitﬂl
per
Year 130

machine-hours) and uses less wastewater (5000 gallons) is cheaper than the
original process which did not emphasize recycling. Note that the total cost o
production has increased to $240,000: $140,000 for capital, $50,000 for Wasta.
water, and 550,000 for the effluent fee.} ‘

We can learn two lessons from this decision. First, the more easily factors ca
be substituted in the production process—that is, the more easily the firm cap
deal with its taconite particles without using the river for waste treatment—h,
more effective the fee will be in reducing effluent. Second, the greater the
degree of substitution, the less the firm will have to pay. In our example, the fe
would have been $100,000 had the firm not changed its inputs. However, the
steel company pays only a $50,000 fee by moving production from A to B,

™~

o,

52,000 K

”'?%%

53,?00 Isocost Line
S, ¥

Expansion Path

Isocost Line

S 300 Unit Isoquant

=

Cost Minimization with Varying Output Levels

. . TP . ‘ 50 100 150 2 2
In the previous section we saw how a cost-minimizing firm selects a combin. ) 200 300

tion of inputs to produce a given level of output. Now we extend this analysis to
see how the firm'’s costs depend on its output level. To do this we determine the
firm’s cost-minimizing input quantities for each output level and then calculate
the resulting cost.

The cost-minimization exercise vields the result illustrated by Figure 7.6. We
have assumed that the firm can hire labor L at w = $10/hour and rent a unit of
capital K for » = $20/hour. Given these input costs, we have drawn three of the
firm’s isocost lines. Each isocost line is given by the following equation:

Labor per Year

Cost
(Dollars
pei. 3,000 F=—m—mm e Long-Run Total Cost
Year)

C = (510/hour)(L) + (320/hour)(K) 2,000
In the figure, the lowest (unlabeled) line represents a cost of $1,000; the middle
line $2,000, and the highest line $3,000.

You can see that each of the points A, B, and C in Figure 7.6(a) is a point of tan-
gerncy between an isocost curve and an isoquant. Point B, for example, shows us
that the lowest-cost way to produce 200 units of output is to use 100 units of
labor and 50 units of capital; this combination lies on the $2,000 isocost line,-
Similarly, the lowest-cost way to produce 100 units of output (the lowest unla-
beled isoquant) is $1,000 (at point A, L = 50, K = 25); the least-cost means of get-
ting 300 units of output is $3,000 (at point C, L = 150, K = 75).

The curve passing through the points of tangency between the firm'’s isocost

1,000

expansion path Curvepass-  lines and its isoquants is its expansion path. The expansion path describes the FIG
ing through points of fan- combinations of labor and capital that the firm will choose to minimize costs at In (a)
gency befween a firm’s isocost a), the ex

par}siop path (from the origin through points A, B, and C) illustrates
ieljl;;lc?;t ci}olm})manons of labor and capital that can be used to produge each levelﬂ?J(;
bt rl:S e (;ng 11'un—1.e., when both inputs to production can be varied. In (b),
s ponding long-run total cost curve (from the origin through points D, E
_and F) measures the least cost of producing the three output levels shown in {a). o

each output level. As long as the use of both labor and capital increases with out
put, the curve will be upward sloping. In this particular case we can easily calcu-
late the slope of the line. As output increases from 100 to 200 units, capital ,
increases from 25 to 50 units, while labor increases from 50 to 100 units. For each.
level of output, the firm uses half as much capital as labor. Therefore, the expan-
sion path is a straight line with a slope equal to ~

lines and its isoquants.

AK/AL = (50 — 25)/(100 ~ 50) =

12—

L. Choose an output level represented by

. ' ) an isoquant in Fieure 7.
find the point of tangency i e, o(@) Then

’ of that isoquant with an isocost line.

The firm’s expansion path contains the same information as its long-run totel = 2. From the chosen isocost line determine the minimum cost of producing the
cost curve, C(g). This can be seen in Figure 7.6(b). To move from the expansiof output level that has been selected. ©
path to the cost curve, we follow three steps:

The Expansion Path and Long-Run Costs

3. Graph the output-cost combination in Figure 7.6(b).
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Suppose we begin with an output of 100 units. The point of tangency Pf the
100-unit isoquant with an isocost line is given by point A in Figure 7.6(a).
Because A lies on the $1,000 isocost line, we know that the minimum cost of pro-
ducing an output of 100 units in the long-run is $1,000. We graph this coml‘aina-
tion of 100 units of output and $1,000 cost as point D in Figure 7L6(‘b). Point D
thus represents the $1,000 cost of producing 100 units of output. Similarly, po‘%nt
E represents the $2,000 cost of producing 200 units, which correspondfsﬁto point
B on the expansion path. Finally, point F represents the $3,000 cost of 300 u.mtg
corresponding to point C. Repeating these steps for every level of output gives
the long-run total cost curve in Figure 7.6(b)—i.e., the minimum long-run cost of
producing each level of output. . .

In this particular example, the long-run total cost curve is a stralgh't line,
Why? Because there are constant returns to scale in production: As.lnputs
increase proportionately, so do outputs. As we will see in the next section, t.he
shape of the expansion path provides information about how costs change with
the scale of the firm’s operation.

T T @«4“% T Lk el %ﬁﬁg v":— @1«1/%
. LOong-Inuit VEersiis onoi-Kull

{nat éﬁ‘ﬂ*ﬂvgg

WD L Ll vVE

We saw earlier (see Figure 7.1) that short-run average cost curves are U—S.l'}aped.
We will see that long-run average cost curves can also be U-shaped, but dltferent
economic factors explain the shapes of these curves. In this section, we discuss
long-run average and marginal cost curves and highlight the ditferences
between the curves and their short-run counterparts.

The Inflexibility of Short-Run Production

Recall that we defined the long run as occurring when all inputs to the firm are
variable. In the long run, the firm'’s planning horizon is long enough to allow for
a change in plant size. This added flexibility allows the firm to produce ata
lower average cost than in the short run. To see why, we might compare thg s@:
ationt in which capital and labor are both flexible to the case in which capital is
fixed in the short run. - M

Figure 7.7 shows the firm’s production isoquants. The firm'’s long-rui expat
sion path is the straight line from the origin that corresponds to the expanﬁ%n
path in Figure 7.6. Now, suppose capital is fixed at a level K; in the short run. I_G
produce output Qy, the firm would minimize costs by choosing labor .equal‘tC'J o
corresponding to the point of tangency with the isocost line AB. Thfe mﬂex}blh’?s
appears when the firm decides to increase its output to Q, without mc1‘.'ea‘51r1g'le11
use of capital. If capital were not fixed, it would produce this output W1th capit
K- and labor L.. Its cost of production would be reflected by isocost line CD.

However, the fact that capital is fixed forces the firm to increase.its O_thPutPi
using capital K, and labor L; at point P. Point P lies on the isocost line EF, Wh'lcn
represents a higher cost than isocost line CD. Why 1is the cost .Of pl'Odll?t’loy
higher when capital is fixed? Because the firm is unable to substitute 1:61atl}fii§;
inexpensive capital for more costly labor when it expands pt‘odl..IC’EIOI’l- ! e
inflexibility is reflected in the short-run expansion path, which begins as a line.

Chapter 7
Capital
per
Year
C
j/{i-l?un
Expansion Path
Al
Ky |——=
Short-Run
Expansion Path
Kifeme=—- A
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—Q
L, L, B Ly D I3
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When a firm operates in the short run, its cost of production may not be minimized
because of inflexibility in the use of capital inputs. Output is initially at level Q,. In
the short run, output Q, can be produced only by increasing labor from L; to L;
because capital is fixed at K;. In the long run, the same output can be produced more
cheaply by increasing labor from L; to L, and capital from K; to K.

from the origin and then becomes a horizontal line when the capital input
reaches K.

Long-Run Average Cost

In the long run, the ability to change the amount of capital allows the firm to
reduce costs. To see how costs vary as the firm moves along its expansion path in
the long run, we cart look at the long-run average and marginal cost curves.” The
most important determinant of the shape of the long-run average and marginal
cost curves is the relationship between the scale of the firm’s operation and the
Inputs that are required to minimize the firm’s costs. Suppose, for example, that
the firm'’s production process exhibits constant returns to scale at all input levels.
111.this case, a doubling of inputs leads to a doubling of output. Because input
prices remain unchanged as output increases, the average cost of production
must be the same for all levels of output.

Suppose instead that the firm’s production process is subject to increasing
feturns to scale: A doubling of inputs leads to more than a doubling of output. In
 that case, the average cost of production falls with output because a doubling of

. \_'\'e saw that in the short run, the shapes of the average and marginal cost curves were determined
Vfrlm'anly by diminishing returns. As we showed in Chapter 6, diminishing returns to each factor is
“nsistent with constant (or even increasing) returns to scale.

The Cost of Production

225




2286 Part2

long-run average cost curve
(LAC) Curve relating aver-
age cost of production to out-
put when all inputs, including
capital, are variable.

short-run average cost curve
(SAC) Curve relating average
cost of production to output
when level of capital is fixed.

long-run marginal cost curve
(LMC) Change in long-run
total cost as output is increased
incrementally by 1 unit.

Producers, Consumers, and Competitive Markets

== SN
Cost
(dollars LMC
per unit
of output)
, LAaC
p %/
Qutput

When a firm is producing at an output at which the long-run average cost LACis

falling, the long-run marginal cost LMC is less than LAC. Conversely, when LAC 5

increasing, LMC is greater than LAC. The two curves intersect at A, where the LAC
curve achieves its minimum.

costs is associated with a more than twofold increase in output. By the same
logic, when there are decreasing returns to scale, the average cost of production
must be increasing with output.

We saw that the long-run total cost curve associated with the expansion path
in Figure 7.6(a) was a straight line from the origin. In this constant-returns-to-
scale case, the long-run average cost of production is constant: It is unchanged
as output increases. For an output of 100, long-run average cost is
$1,000/100 = $10 per unit. For an output of 200, long-run average cost is
$2,000/200 = $10 per unit; for an output of 300, average cost is also 510 per unit.
Because a constant average cost means a constant marginal cost, the long-run
average and marginal cost curves are given by a horizontal line at a 510/unit
cost.

Recall that in the last chapter we examined a firm'’s production technology
that exhibits first increasing returns to scale, then constant returns to scale, and
eventually decreasing returns to scale. Figure 7.8 shows a typical long-run aver-
age cost curve (LAC) consistent with this description of the production process.
Like the short-run average cost curve, the long-run average cost curve is U-
shaped, but the source of the U-shape is increasing and decreasing returns to
scale, rather than diminishing returns to a factor of production.

The long-run marginal cost curve (LMC) can be determined from the long- |

run average cost curve; it measures the change in long-run total costs as output
is increased incrementally. LMC lies below the long-run average cost curve
when LAC is falling and above it when LAC is rising.” The two curves interse'C’f
at A, where the long-run average cost curve achieves its minimum. In the special
case in which LAC is constant, LAC and LMC are equal.

§ Recall that AC = TC/Q. It follows that, AAC/AQ = [QIATC/AQ) — TCIQ™ = (MC - -\C}fQ;
Clearly, when AC is increasing; AAC/Q is positive and MC > AC. Correspondingly, when ACis
decreasing; AAC/AQ is negative and MC < AC.

&7

Chapter 7

gconomies and Diseconomies of Scale

In the long run, it may be in the firm'’s interest to change the input proportions as
the level of output changes. When input proportions do change, the firm’s
expansion path is no longer a straight line, and the concept of returns to scale no
longer applies. Rather, we say that a firm enjovs economies of scale when it can
double its output for less than twice the cost. Correspondingly, there are dis-
economies of scale when a doubling of output requires more than twice the
cost. The term econoiies of scale includes increasing returns to scale as a special
case, but it is more general because it reflects input proportions that change as
the firm changes its level of production. In this more general setting, a U-shaped
long-run average cost curve characterizes the firm facing economies of scale for
relatively low output levels and diseconomies of scale for higher levels.

Economies of scale are often measured in terms of a cost-output elasticity, Ec.
E. is the percentage change in the cost of production resulting from a 1-percent
increase in output:

Ec = (AC/C)/(AQ/Q) (7.5)

To see how E. relates to our traditional measures of cost, rewrite equation
(7.5) as follows:

Ec = (AC/AQ)/(C/Q) = MC/AC (7.6)

Clearly, Ec is equal to 1 when marginal and average costs are equal. In that case,
costs increase proportionately with output, and there are neither economies nor
diseconornies of scale (constant returns to scale would apply if input proportions
were fixed). When there are economies of scale (when costs increase less than
proportionately with output), marginal cost is less than average cost (both are
declining) and Ec is less than 1. Finally, when there are diseconomies of scale,
marginal cost is greater than average cost and E is greater than 1.

The Relationship Between Short-Rumn
and Long-Run Cost

Figures 7.9 and 7.10 show the relationship between short-run and long-run cost.
Assume that a firm is uncertain about the future demand for its product and is con-
sidering three alternative plant sizes. The short-run average cost curves for the three
plants are given by SAC,;, SAC,, and SAC; in Figure 7.9. The decision is important
because, once built, the firm may not be able to change the plant size for some time.

Figure 7.9 shows the case in which there are constant returns to scale in the
long run. If the firm expects to produce Q; units of output, then it should build
the smallest plant. Its average cost of production would be $10; this is the mini-
mum cost because the short-run marginal cost SMC crosses short-run average
cost SAC when both equal $10. If the firm expects to produce Q,, the middle-
sized plant is best, and its average cost of production is again $10. If it is to pro-
duce Q;, the third plant is best. With only these plant sizes, any production
c'hoice between Q, and Q, will entail an increase in the average cost of produc-
tion, as will any level of production between Q> and Qs.

What is the firm’s long-run cost curve? In the long run, the firm can change
the size of its plant. Thus if it was initially producing Q; and wanted to increase
output to Q, or Qs, it could do so with no increase in average cost. With three

The Cost of Production 227

economies of scale Output
can be doubled for less than a
doubling of cost.

In §6.4, we explain that
increasing returns to scale
occurs when output more
than doubles when inputs are
doubled proportionately.

diseconomies of scale A
doubling of output requires
more than a doubling of cost.
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The long-run average cost curve LAC, which is identical to the long-run marginal cost curve LMC, is the envelope of
the short-run average cost curves (SAC,, SAC;, and SAC; are shown). With constant refurns to scale, the long-run
average cost curve consists of the minimum points of the short-run average cost curves.

possible plant sizes, the long-run average cost curve is therefore given by the
crosshatched portions of the short-run average cost curves because these show
the minimum cost of production for any output level. The long-run average cost
curve is the envelope of the short-run average cost curves—it envelops or sur-
rounds the short-run curves.

Now suppose that there are many choices of plant size, each having a short-
run average cost curve with a minimum of $10. Again, the long-run average cost
curve is the envelope of the short-run curves. In Figure 7.9 it is the straight line
LAC. Whatever the firm wants to produce, it can choose the plant size (and the
mix of capital and labor) that allows it to produce that output at the minimum
average cost of $10.

With economies or diseconomies of scale, the analysis is essentially the same,
but the long-run average cost curve is no longer a horizontal line. Figure 7.10
illustrates the typical case in which three plant sizes are possible; the minimum
average cost is lowest for a medium-sized plant. The long-run average cost
curve, therefore, exhibits economies of scale initially but exhibits diseconomies
at higher output levels. Once again, the crosshatched lines show the long-run
average cost associated witlt the three plants.

To clarify the relationship between the short-run and the long-run cost curves,
consider a firm that wants to produce output Q; in Figure 7.10. If it builds a
small plant, the short-run average cost curve SAC, is relevant. The average cost
of production (at B on SAC,) is $8. A small plant is a better choice thana
medium-sized plant with an average cost of production of $10 (A on curve
SAC,). Point B would therefore become one point on the long-run cost function
when only three plant sizes are possible. If plants of other sizes could be built:
and if at least ore size allowed the firm to produce Q; at less than $8 per unit
then B would no longer be on the long-run cost curve.

In Figure 7.10, the envelope that would arise if plants of any size could be
built is given by the LAC curve, which is U-shaped. Note, once again, that the
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The long-run average cost curve LAC is the envelope of the short-run aver age cost curves SAC,, SAG,,

With economies and diseconomies of scale, the minimum
long-run average cost curve.

Output

; and SAC;.
points of the short-run average cost curves do not lie on the

LAC curve never lies above any of the short-run average cost curves. Also note
that because there are economies and diseconomies of scale in the long run, the
points of minimum average cost of the smallest and largest pants do 0t lie on
the long-run average cost curve. For example, a small plant operating at mini-
mum average cost is not efficient because a larger plant can take advantage of
Increasing returns to scale to produce at a lower average cost.

Finally, note that the long-run marginal cost curve LMC is not the envelope of
the short-run marginal cost curves. Short-run marginal costs apply to a particu-
lar plant; long-run marginal costs apply to all possible plant sizes. Each point on
the long-run marginal cost curve is the short-run marginal cost associated with
the most Fost-efficient plant. Consistent with this relationship, SMC, intersects
LMC in Figure 7.10 at the output level Q, at which SAC, is tangent to LAC.

Many firms

e produce more than one product. Sometimes a firm’s products are
osely

linked to one another: A chicken farm, for instance, produces poultry and
€8gs, an automobile conipany produces automobiles and trucks, and a univer-
Sity produces teaching and research. At other times, firms produce physically
tnrelated products. In both cases, however, a firm is likely to erjoy proauctioii
g;L;ZSE. ;i:{?E.t;%le;g;eiﬂtitlfer(;cfii:es :wo“ 01'“mo1'e Aprogiujct.si Th.es‘eA advantages
o . ! Pu s or production facilities, joint marketing
Programs, or possibly the cost savings of a common administration. In some
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product transformation curve
Curve showing the various
combinations of two different
outputs (products) that can be
produced with a given set of
inputs.

cases, the production of one product gives an automatic and unavoidable by.
product that is valuable to the firm. For example, sheet metal manufacturey
produce scrap metal and shavings they can sell.

Loduct transformation curve is bowed outward (or coicave) because joint pro-
duction usually has. advantages that enable a single COlnpany to produ‘ce more
sars and tractors with the same resources than two companies producing each

roduct separately. These production advantages involve the joint sharing of
inputs. A single management, for examnple, is often able to schedule and orga-
nize production and to handle accounting and financial aspects more effectively
than could separate managements.

Product Transformation Curves

To study the economic advantages of joint production, let’s consider an automg
bile company that produces two products, cars and tractors. Both products ys
capital (factories and machinery) and labor as inputs. Cars and tractors are ng
typically produced at the same plant, but they do share management resources
and both rely on similar machinery and skilled labor. The managers of the con ,
pany must choose how much of each product to produce. Figure 7.11 shows twg
product transformation curves, each showing the various combinations of cars
and tractors that can be produced with a given input of labor and machinery
Curve O, describes all combinations of the two outputs that can be produced
with a relatively low level of inputs and Curve O, describes the output combina-
tions associated with twice the inputs.

The product transformation curve has a negative slope because in order to get
more of one output, the firm must give up some of the other output. For exam-
ple, a firm that emphasizes car production will devote less of its resources to
producing tractors. In Fig. 7.11, curve O, lies twice as far from the origin as curve
Oy, signifying that this firm’s production process exhibits constant returns to.
scale in the production of both commodities.

If curve O; were a straight line, joint production would entail no gains (or
losses). One smaller company specializing in cars and another in tractors would
generate the same output as a single company producing both. However, the

gconomies and Diseconomies of Scope

In general, economies of scope are preserlt‘when the joint.output of a single firm
is greater than the output that could be achieved by two different firms each pro-
ducing a single product (with equivalent production inputs allocated between
the two firms). If a firm'’s joint output is less than that which could be achieved
by separate firms, then its production process involves diseconomies of scope.
This possibility could occur if the production of one product somehow con-
flicted with the production of the second.

There is no direct relationship between economies of scale and economies of
scope. A two-output firm can enjoy economies of scope even if its production
process involves diseconomies of scale. Suppose, for example, that manufactur-
ing flutes and piccolos jointly is cheaper than producing both separately. Yet the
production process involves highly skilled labor and is most effective if under-
taken on a small scale. Likewise, a joint-product firm can have economies of
scale for each individual product yet not enjoy economies of scope. Imagine, for
example, a large conglomerate that owns several firms that produce efficiently
on a large scale but that do not take advantage of economies of scope because
they are administered separately.

The Degree of Economies of Scope

Nurmnber
of
Tractors

The extent to which there are economies of scope can also be determined by
studying a firm’s costs. If a combination of inputs used by one firm generates
more output than two independent firms would produce, then it costs less for a
single firm to produce both products than it would cost the independent firms.
To measure the degree to which there are economies of scope, we should ask
what percentage of the cost of production is saved when two (or more) products
are produced jointly rather than individually. Equation (7.7) gives the degree of
economies of scope (SC) that measures this savings in cost:

_ C(Ql) + C(Q:) - C(Ql/ Q:)

SC
CQu Q)

(7.7)

Number of Cars

ClQ)) represents the cost of producing output Q;, C(Q,) the cost of producing
obutput Q,, and C(Q,, Q,) the joint cost of producing both outputs. When the
physical units of output can be added, as in the car-tractor example, the expres-
sion becomes C(Q, + Q,). With economies of scope, the joint cost is less than the
Sum of the individual costs. Thus, SC is greater than 0. With diseconomies of
Sope, SC is negative. In general, the larger the value of SC, the greater the
- &conomies of scope.

The product transformation curve describes the different combinations of two ou
puts that can be produced with a fixed amount of production inputs. The produ
transformation curves O; and O, are bowed out (or concave) because there &
economies of scope in production.
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economies of scope Joint
output of a single firm is
greater than output that could
be achieved by two different
firms when each produces a
single product.

diseconomies of scope Joint
output of a single firm is less
than could be achieved by
separate firms when each pro-
duces a single product.

degree of economies of scope
(8C) Percentage of cost sav-
ings resulting when two or
more products are produced
jointly rather than individually.
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fime are growing firms with increasing returns to scale. But this need not be true.

[n some firms, long-run average cost may decline over time because workers

and managers absorb new technological information as they become more expe-

rienced at their jobs.

As management and labor gain experience with production, the firm’s mar-

ginal and average costs of producing a given level of output fall for four reasons:

uppose that you are managing a trucking firm that hauls loads of differepy
L sizes between cities.” In the trucking business, several related but distinc
products can be offered, depending on the size of the load and the length of te
haul. First, any load, small or large, can be taken directly from one location tg -
another without intermediate stops. Second, a load can be combined with othey |
loads (which may go between different locations) and eventually be shippeq k
indirectly from its origin to the appropriate destination. Each type of load, par.
tial or full, may involve different lengths of haul.

This raises questions about both economies of scale and economies gf
scope. The scale question is whether large-scale, direct hauls are cheaper angd
more profitable than individual hauls by small truckers. The scope question
is whether a large trucking firm enjoys cost advantages in operating both
direct quick hauls and indirect, slower (but less expensive) hauls. Centra]
planning and organization of routes could provide for economies of scope,
The key to the presence of economies of scale is the fact that the organization
of routes and the types of hauls we have described can be accomplished more
efficiently when many hauls are involved. In such cases, a firm is more like}y
to be able to schedule hauls in which most truckloads are full rather than

1. Workers often take longer to accomplish a given task the first few times they
do it. As they become more adept, their speed increases.

Managers learn to schedule the production process more effectively, from
the flow of materials to the organization of the manufacturing itself.

2.
3. Engineers who are initially cautious in their product designs may gain
enough experience to be able to allow for tolerances in design that save cost
without increasing defects. Better and more specialized tools and plant orga-
nization may also lower cost.

4. Suppliers of materials may learn how to process materials required more
effectively and may pass on some of this advantage in the form of lower
materials cost.

As a consequence, a firm “learns” over time as cumulative output increases.
Managers can use this learning process to help plan production and forecast

half-full. future costs. Figure 7.12 illustrates this process in the form of a learning curve—  learning curve Graph relat-
Studies of the trucking industry show that economies of scope are present. ’ a curve that describes the relationship between a firm’s cumulative output and ~ ing amount of inputs needed

For example, one analysis of 105 trucking firms looked at four distinct outputs; the amount of inputs needed to produce each unit of output. b; a firm to produce each unit

(1) short hauls with partial loads, (2) intermediate hauls with partial loads, (3) gu?;f};ut fo its cumulative

long hauls with partial loads, and (4) hauls with total loads. The results indicate
that the degree of economies of scope SC was 1.576 for a reasonably large firm.
However, the degree of economies of scope falls to 0.104 when the firm
becomes very large. Because large firms carry sufficiently large truckloads,
there is usually no advantage to stopping at an intermediate terminal to fill a
partial load. A direct trip from the origin to the destination is sufficient.
Apparently, however, because other disadvantages are associated with the
management of very large firms, the economies of scope get smaller as the firm
gets bigger. In any event, the ability to combine partial loads at an intermediate
location lowers the firm’s costs and increases its profitability.

The study suggests, therefore, that to compete in the trucking industry a
firm must be large enough to be able to combine loads at intermediate stopping
points.

Hours of Labor

per Machine Lot sl

[}S)

I I ! I |
10 20 30 40 30

Cumulative Number of Machine Lots Produced

Our discussion thus far has suggested one reason a large firm may have a lower
long-run average cost than a small firm: increasing returns to scale in produc
tion. It is tempting to conclude that firms which enjoy lower average cost over

Afirm’s production cost may fall over time as managers and workers become more
&xperienced and more effective at using the available plant and equipment. The
leaming curve shows the extent to which hours of labor needed per unit of output
.fﬂas the cumulative output increases.

® This example is based on Judy 5. Wang Chiang and Ann F. Friedlaender, “Truck Technology and
Efficient Market Structure,” Review of Economics and Statistics 67 (1985): 250-58.
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Graphing the Learning Curve

Figure 7.12 shows a learning curve for the production of machine tools. The kg,
izontal axis measures the cumulative number of lots of machine tools (groups of
approximately 40) that the firm has produced. The vertical axis shows the nuypy,.
ber of hours of labor needed to produce each lot. Labor input per unit of outpy;
directly affects the production cost because the fewer the hours of labor needeg
the lower the marginal and average cost of production. ’
The learning curve in Figure 7.12 is based on the relationship

L=A+BN* .

where N is the cumulative units of output produced and L the labor input per
unit of output. A, B, and § are constants, with A and B positive, and 8 betweep
0 and 1. When N is equal to 1, L is equal to A + B, so that A + B measures the
labor input required to produce the first unit of output. When g equals 0, labor
input per unit of output remains the same as the cumulative level of outpyt
increases; there is no learning. When B is positive and N gets larger and larger, |
becomes arbitrarily close to A. A, therefore, represents the minimum labor input
per unit of output after all learning has taken place.

The larger is 8, the more important is the learning effect. With 3 equal to 0.3,
for example, the labor input per unit of output falls proportionally to the square
root of the cumulative output. This degree of learning can substantially reduce
the firm’s production costs as the firm becomes more experienced.

In this machine tool example, the value of B is 0.31. For this particular learn-
ing curve, every doubling in cumulative output causes the input requirement
(less the minimum attainable input requirement) to fall by about 20 percent."” As
Figure 7.12 shows, the learning curve drops sharply as the cumulative number
of lots increases to about 20. Beyond an output of 20 lots, the cost savings are
relatively small.

Learning versus Economies of Scale

Once the firm has produced 20 or more machine lots, the entire effect of the
learning curve would be complete, and we could use the usual analysis of cost.
If, however, the production process were relatively new, relatively high cost at
low levels of output (and relatively low cost at higher levels) would indicate
learning effects, not economies of scale. With learning, the cost of production for
a mature firm is relatively low regardless of the scale of the firm’s operation. Ifa
firm that produces machine tools in lots knows that it enjoys economies of scale,
it should produce its machines in very large lots to take advantage of the lower
cost associated with size. If there is a learning curve, the firm can lower its cost
by scheduling the production of many lots regardless of the individual lot size-

Figure 7.13 shows this phenomenon. AC,; represents the long-run average
cost of production of a firm that enjoys economnties of scale in production. Thus
the change in production from A to B along AC, leads to lower cost due {0
economies of scale. However, the move from A on AC, to C on AC, leads t0
lower cost due to learning, which shifts the average cost curve downward.

10 Because (L — A) = BN~ we can check that 0.8(L — A) is approximately equal to B(Z.f\'")"”u
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A firm's average cost of production can decline over time because of growth of
sales when increasing returns are present (a move from A to B on curve ACy), or it
can decline because there is a learning curve (a move from A on curve AC, to C on
curve AC,).

The learning curve is crucial for a firm that wants to predict the cost of produc-
ing a new product. Suppose, for example, that a firm producing machine tools
knows that its labor requirement per machine for the first 10 machines is 1.0, the
minimum labor requirement A is equal to zero, and $ is approximately equal to
0.32. Table 7.3 calculates the total labor requirement for producing 80 machines.

Because there is a learning curve, the per-unit labor requirement falls with
increased production. As a result, the total labor requirement for producing
more and more output increases in smaller and smaller increments. Therefore, a

CUMULATIVE OUTPUT PER-UNIT LABOR REQUIREMENT TOTAL LABOR

(M) FOR EACH 10 UNITS OF OUTPUT (L)*  REQUIREMENT
10 1.00 10.0
20 .80 18.0(10.0 + 8.0)
30 10 25.0 (18.0 + 7.0}
40 b4 314 (25.0 + 6.4)
50 .60 37.4(31.4 + 6.0
60 .56 43.0(37.4 + 5.6)
10 .53 48.3 (43.0 + 5.3)

L 80 51 534 (48.3 + 5.1)

“The numbers in this column were calculated from the equation log(L) = —0.322 log(N/10),

_‘w is the unit labor input and N is cumulative output.

The Cost of Production
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firm looking only at the high initial labor requirement will obtain an overly peg. |
simistic view of the business. Suppose the firm plans to be in business for a lop,
time, producing 10 units per yvear. Suppose the total labor requirement for the
first year’s production is 10. In the first vear of production, the firm’s cost wil] pg
high as it learns the business. But once the learning effect has taken place, pro.
duction costs will fall. After 8 years, the labor required to produce 10 units wij
be only 5.1, and per-unit cost will be roughly half what it was in the first year of
production. Thus the learning curve can be important for a firm deciding
whether it is profitable to enter an industry.

L cessing industry, you face the following problem: Should you produce a rel-
atively low level of output and sell at a high price, or should you price your
product lower and increase your rate of sales? The second alternative is appeal-
ing if there is a learning curve in this industry. In that case, the increased vol-
ume will lower your average production costs over time and increase the firm’s
profitability.

To decide what to do, you can examine the available statistical evidence that
distinguishes the components of the learning curve (learning new processes by
labor, engineering improvements, etc.) from increasing returns to scale. For
example, a study of 37 chemical products reveals that cost reductions in the
chemical processing industry are directly tied to the growth of cumulative
industry output, to investment in improved capital equipment, and, to a lesser
extent, to economies of scale." It fact, for the entire sample of chernical prod-
ucts, average costs of production fall at 5.5 percent per year. The study reveals
that for each doubling of plant scale, the average cost of production falls by
11 percent. For each doubling of cumulative output, however, the average cost
of production falls by 27 percent. The evidence shows clearly that learning
effects are more important than economies of scale in the chemical processing
industry."?

The learning curve has also been shown to be important in thie semiconduc-
tor industry. A study of seven generations of dynamic random-access memory
(DRAM) semiconductors from 1974 to 1992 found that the learning rates aver-
aged about 20 percent; thus a 10-percent increase in curnulative production

! I B 3 P . . .
" The study was conducted by Marvin Lieberman, “The Learning Curve and Pricing in the Chemical
Processing Industries,” RAND Journal of Economics 15 (1984): 213-28.

The author used the average cost AC of the chemical products, the cumulative industry
output X, and the average scale of a production plant Z. He then estimated the relationship 19{-’,
(AC) = —0.387 log (X) — 0.173 log (Z). The — 0.387 coefficient on cumulative output tells us that iof
every l-percent increase in cumulative output, average cost decreases 0.387 percent. The —(ll:-:
coefficient on plant size tells us that for every 1-percent increase in plant size, cost decreases 0173
percent.

By interpreting the tivo coefficients in light of the output and plant-size variables, we can allocate
about 15 percent of the cost reduction to increases in the average scale of plants and 85 percent to
increases in cumulative industry output. Suppose plant scale doubled while cumulative output
increased by a factor of 5 during the study. In that case, costs would fall by 11 percent from the
increased scale and by 62 percent from the increase in cumulative output.
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The learning curve relates the labor requirement per aircraft to the cumulative num-
ber of aircraft produced. As the production process becomes better organized and
workers gain familiarity with their jobs, labor requirements fall dramatically.

would lead to a 2-percent decrease in cost."” The study also compared learning
by firms in Japan to firms in the United States and found that there was no dis-
tinguishable difference in the speed of learning.

Another example is the aircraft industry, where studies have found learning
rates that are as high as 40 percent. This is illustrated in Figure 7.14, which
shows the labor requirements for production of aircraft by Airbus Industrie.
Observe that the first 10 or 20 airplanes require far more labor to produce than
the hundredth or two hundredth airplane. Also note how the learning curve
flattens out after a certain point; in this case, nearly all learning is complete
after 200 airplanes have been built.

Learning curve effects can be important in determining the shape of long-
run cost curves and can thus help guide management decisions. Managers can
use learning curve information to decide whether a production operation is
profitable and, if it is, how to plan how large the plant operation and the vol-
ume of cumulative output need be to generate a positive cash flow.

Abusiness that is expanding or contracting its operation must predict how costs
will change as output changes. Estimates of future costs can be obtained from a
cost function, which relates the cost of production to the level of output and
other variables that the firm can control.

————

‘:Th'e study was conducted by D A Irwin and P. ]. Klenow, “Learning-by-Doing Spillovers in the
>fmiconductor Industry,” Journal of Political Economny 102 (December 1994): 1200-27
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Least-squares regression is
explained in the appendix to
this book.
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An empirical estimate of the total cost curve can be obtained by using data for indi-
vidual firms in an industry. The total cost curve for automobile production i
obtained by determining statistically the curve that best fits the points that relate tly
output of each firm to the total cost of production.

Suppose we wanted to characterize the short-run cost of production in the

automobile industry. We could obtain data on the number of automobiles Q pro-;

duced by each car company and relate this information to the variable cost of
production VC. The use of variable cost, rather than total cost, avoids the prob-
lem of trving to allocate the fixed cost of a multiproduct firm’s production
process to the particular product being studied.™

Figure 7.15 shows a typical pattern of cost and output data. Each point on the
graph relates the output of an auto company to that company’s variable cost of
production. To predict cost accurately, we must determine the underlying rela-
tionship between variable cost and output. Then, if a company expands its pro-
duction, we can calculate what the associated cost is likely to be. The curve in
the figure is drawn with this in mind—it provides a reasonably close fit to the
cost data. (Typically, least-squares regression analysis would be used to fit the
curve to the data.) But what shape is the most appropriate, and how do we rep-
resent that shape algebraically?

Here is one cost function that we might choose:

VC = BQ (7.9

Although easy to use, this linear relationship between cost and output is applica-
ble only if marginal cost is constant.'”” For every unit increase in output, variable
cost increases by 3; marginal cost is thus constant and equal to 8.

7 If an additional piece of equipment is needed as output increases, then the annual rental cost of th]e
equipment should be counted as a variable cost. If, however, the same machine can be used at all
output levels, its cost is fixed and should not be inctuded.

15 - . . . C : I iffer-
In statistical cost analyses, other variables might be added to the cost function to account for differ
ences in input costs, production processes, production mix, etc., among firms
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A cubic cost function implies that the average and the marginal cost curves are
U-shaped.

If we wish to allow for a U-shaped average cost curve and a marginal cost
that is not constant, we must use a more complex cost function. One possibility
is the quadratic cost function, which relates variable cost to output and output
squared:

VC = BQ + ¥

This function implies a straight-line marginal cost curve of the form
MC = B + 2yQ."® Marginal cost increases with output if y is positive and
decreases with output if y is negative.

If the marginal cost curve is not linear, we might use a cubic cost function:

VC = BQ + yQ* + 8Q°

Figure 7.16 shows this cubic cost function. It implies U-shaped marginal as well
as average cost curves.

Cost functions can be difficult to measure for several reasons. First, output
data often represent an aggregate of different types of products. The automo-
biles produced by General Motors, for example, involve different models of cars.
Second, cost data are often obtained directly from accounting information that
fails to reflect opportunity costs. Third, allocating maintenance and other plant
costs to a particular product is difficult when the firm is a conglomerate that pro-
duces more than one product line.

(7.10)

(7.11)

Cost Functions amﬂ the Measurement
of Scale Economies

Recall that the cost-output elasticity Ec is less than one when there are economies
of scale and greater than one when there are diseconomies of scale. The scale
ecoiomies index (SCI) provides an index of whether or not there are scale economies.
SClis defined as follows:

SCI=1 - E¢ (7.12)

——

15S.hort~1'un marginal cost is given by AVC/AQ = B + yA(Q7). But MQY)/AQ = 2Q. (Check this by
using calculus or by numerical example ) Therefore, MC = B + 2yQ.

The Cost of Production
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When Ec = 1, SCI = 0 and there are no economies or diseconomies of scalg. ==
When E( is greater than one, SCI is negative and there are diseconomies of ‘*"@Eﬁgi
scale. Finally, when E¢ is less than 1, SCI is positive and there are economjeg (dougl
of scale. per 1000
kwh)
4 1955 B
% n 1955, consumers bought 369 billion kilowatt-hours (kwh) of electricity; in !
L1970 they bought 1083 billion. Because there were fewer electric utilities ip :
1970, the output per firm had increased substantially. Was this increase due to 50 - i _
economies of scale or other factors? If it was the result of economies of scale, it ) j 1970
would be economically inefficient for regulators to “break up” electric utility ; ;
monopolies. ’ ' ' ' : ] ‘ ’
P 6 12 18 24 30 36

An interesting study of scale economies was based on the years 1955 and
1970 for investor-owned utilities with more than $1 million in revenues.?
The cost of electric power was estimated by using a cost function that is
somewhat more sophisticated than the quadratic and cubic functions
discussed earlier.”® Table 7.4 shows the resulting estimates of the scale
economies index. The results are based on a classification of all utilities into

Output (billion kwh)

The average cost of electric power in 1955 achieved a minimum at approximately 20 billion kilowatt-hours. By 1970
the average cost of production had fallen sharply and achieved a minimum at an output of more than 33 billion
kilowatt-hours.

five size categories, with the median output (measured in kilowatt-hours) in
each category listed.

The positive values of SCI tells us that all sizes of firms had some economies
of scale in 1955. However, the magnitude of the economies of scale diminishes
as firm size increases. The average cost curve associated with the 1955 study is
drawn in Figure 7.17 and labeled 1955. The point of minimum average cost
occurs at point A at an output of approximately 20 billion kilowatts. Because
there were no firms of this size in 1955, no firm had exhausted the opportunity
for returns to scale in production. Note, however, that the average cost curveis
relatively flat from an output of 9 billion kilowatts and higher, a range in which
7 of 124 firms produced.

When the same cost functions were estimated with 1970 data, the cost curve
labeled 1970 in Figure 7.17 was the result. The graph shows clearly that the
average costs of production fell from 1955 to 1970. (The data are in real 1970
dollars.) But the flat part of the curve now begins at about 15 billion kwh. By
1970, 24 of 80 firms were producing in this range. Thus many more firms were
operating in the flat portion of the average cost curve in which economies of
scale are not an important phenomenon. More important, most of the firms
were producing in a portion of the 1970 cost curve that was flatter than their
point of operation on the 1955 curve. (Five firms were at points of diseconomies

Output (million kwh) 43 338 1109 2226 5319
Value of SCI, 1955 A .26 16 10 .04

' This example is based on Laurits Christensen and William H. Greene, “Economies of Scale in US.
Electric Power Generation,” Journal of Political Economy 84 (1976): 655-76.

¥ The translog cost function used in this study provides a more general funictional relationship than
any of those we have discussed.

of scale: Consolidated Edison [SCI = —0.003], Detroit Edison [SCI = —0.004],
Duke Power [SCI = —0.012], Commonwealth Edison [SCI = —0.014], and
Southern [SCI = —0.028].) Thus unexploited scale economies were much
smaller in 1970 than in 1955.

This cost function analysis makes it clear that the decline in the cost of pro-
ducing electric power cannot be explained by the ability of larger firms to take
advantage of economies of scale. Rather, improvements in technology unre-
lated to the scale of the firms’ operation and the decline in the real cost of
energy inputs, such as coal and oil, are important reasons for the lower costs.
The tendency toward lower average cost reflecting a movement to the right
along an average cost curve is mirnimal compared with the effect of technologi-
cal improvement.

nderstanding returns to scale in the savings and loan industry is important

for regulators who must decide how savings and loans should be restruc-

tured in light of the failure of numerous institutions. In this regard, the empiri-
cal estimation of a long-run cost function can be useful."”

Data were collected for 86 savings and loan associations for 1975 and 1976

in a region that includes Idaho, Montana, Oregon, Utah, Washington, and

Wyoming. Output is difficult to measure in this case because a savings and

e . - .
This example builds on J. Holton Wilson, “A Note on Scale Economies in the Savings and Loan
Industr)’,” Business Economies (January 1981): 45-49
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loan association provides a service to its customers, rather than a Physica]
product. The output Q measure reported here (and used in other studies) is the
total assets of each savings and loan association. In general, the larger the asset
base of an association, the higher its profitability. Long-run average cost LAC s
measured by average operating expense. Output and total operating costs aye
measured in hundreds of millions of dollars. Average operating costs are meg.

sured as a percentage of total assets.

A quadratic long-run average cost function was estimated for the vear 1975,
yielding the following relationship:

The estimated long-run average cost function is U-shaped and reaches its
point of minimum average cost when the total assets of the savings and loan
reach $574 million.”® (At this point the average operating expenses of the sav-
ings and loan are 0.61 percent of its total assets.) Because almost all savings and
loans in the region being studied had substantially less than $574 million in |
assets, the cost function analysis suggests that an expansion of savings and
loans through either growth or mergers would be valuable.

How appropriate such a policy is cannot be fully evaluated here, however,
To do so, we would need to take into account the possible social costs associ-
ated with the lessening of competition from growth or mergers, and we would
need to assure ourselves that this particular cost function analysis accurately
estimated the point of minimum average cost.

2.38 — 0.6153Q + 0.0536Q-

A

w

Managers, investors, and economists must take into
account the opportunity cost associated with the use of
a firm’s resources: the cost associated with the oppor-
tunities forgone when the firm uses its resources in its
next best alternative.

A sunk cost is an expenditure that has been made and
cannot be recovered. After it has been incurred, it
should be ignored when making future economic
decisions.

In the short run, one or more of the firm’s inputs are
fixed. Total cost can be divided into fixed cost and
variable cost. A firm’s marginal cost is the additional
variable cost associated with each additional unit of
output. The average variable cost is the total variable
cost divided by the number of units of output.

In the short run, when not all inputs are variable,
the presence of diminishing returns determines the
shape of the cost curves. In particular, there is an
inverse relationship between the marginal product of a

w

single variable input and the marginal cost of produc-
tion. The average variable cost and average total cost
curves are U-shaped. The short-run marginal cost
curve increases beyond a certain point, and cuts both
average cost curves from below at their minimum
points.

In the long run, all inputs to the production process

are variable. As a result, the choice of inputs depends
both on the relative costs of the factors of production
and on the extent to which the firm can substitute
among inputs in its production process. The cost
minimizing input choice is made by finding the point
of tangency between the isoquant representing the
level of desired output and an isocost line.

The firm’s expansion path shows how its cost
minimizing input choices vary as the scale or output
of its operation increases. As a result, the expansion
path provides useful information relevant for long-
run planning decisions.

20 . . s . . e . e ~osi
You can confirm this principle either by graphing the curve or by differentiating the average cost
function with respect to Q, setting it equal to 0, and solving for Q.

7

The long-run average cost curve is the envelope of the
firm’'s short-run average cost curves, and it reflects
the presence or absence of returns to scale. When
there are constant returns to scale and many plant
sizes are possible, the long-run cost curve is horizon-
tal; the envelope consists of the points of minimum
short-run average cost. However, when there are
increasing returns to scale initially and then decreas-
ing returns to scale, the long-run average cost curve is
U-shaped, and the envelope does not include all
points of minimum short-run average cost.

A firm enjoys econonties of scale when it can double its
output at less than twice the cost. Correspondingly,
there are diseconomies of scale when a doubling of
output requires more than twice the cost. Scale
economies and diseconomies apply even when input
proportions are variable; returns to scale applies only
when input proportions are fixed.

When a firm produces two (or more) outputs, it is
important to note whether there are econonties of scope

10.

11.
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in production. Economies of scope arise when the
firm can produce any combination of the two out-
puts more cheaply than could two independent firms
that each produced a single product. The degree of
ecortomies of scope is measured bv the percent-
age reduction in cost when one firm produces two
products relative to the cost of producing them indi-
vidually.

A firm's average cost of production can fall over time
if the firm “learns” how to produce more effectively.
The learning curve shows how much the input needed
to produce a given output falls as the cumulative out-
put of the firm increases.

Cost functions relate the cost of production to the
firm’s level of output. The functions can be measured
in both the short run and the long run by using either
data for firms in an industry at a given time or data
for an industry over time. A number of functional
relationships, including linear, quadratic, and cubic,
can be used to represent cost functions.

wr

A firm pays its accountant an annual retainer of
$10,000. Is this an explicit or an implicit cost?

. The owner of a small retail store does her own

accounting work. How would you measure the
opportunity cost of her work?

. Suppose a chair manufacturer finds that the marginal

rate of technical substitution of capital for labor in his
production process is substantially greater than the
ratio of the rental rate on machinery to the wage rate
for assembly-line labor. How should he alter his use
of capital and labor to minimize the cost of produc-
tion?

. Why are isocost lines straight lines?

It the marginal cost of production is increasing, do
you know whether the average variable cost is in-
creasing or decreasing? Explain.

10.

If the marginal cost of production is greater than the
average variable cost, do you know whether the aver-
age variable cost is increasing or decreasing? Explain.
If a firm’s average cost curves are U-shaped, why
does its average variable cost curve achieve its mini-
mum at a lower level of output than the average total
cost curve?

If a firm enjoys increasing returns to scale up to a cer-
tain output level, and ther constant returns to scale,
what can you say about the shape of its long-rurn aver-
age cost curve?

How does a change in the price of one input change a
firm’s long-run expansion path?

Distinguish between economies of scale and econ-
omies of scope. Wly can one be present without the
other?

Assume a computer firm’s marginal costs of produc-

tion are constant at $1000 per computer. However, the

fixed costs of production are equal to $10,000.

a. Calculate the firm’s average variable cost and
average total cost curves.

b. If the firm wanted to minimize the average total
cost of production, would it choose to be very large
or very small? Explain.

2
3.

If a firm hires a currently unemployed worker, the
opportunity cost of utilizing the worker’s service is
zero. Is this true? Discuss.

a. Suppose a firm must pay an annual franchise fee
or tax, which is a fixed sum, independent of
whether it produces any output. How does this tax
affect the firm’s fixed, marginal, and average
costs?
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b. Now suppose the firm is charged a tax that is pro-
portional to the number of items it produces.
Again, how does this tax affect the firm's fixed,
marginal, and average costs?

Several years ago Busiitess Week reported the following:

During an auto sales slump, GM, Ford, and
Churysler decided it was cheaper to sell cars to
rental companies at a loss than to lay off workers.
That’s because closing and reopening plants is
expensive, partly because the automakers’ current
union contracts obligate them to pay many work-
ers evert if they’re not working.

When the article discusses selling cars “at a loss,” is it
referring to accounting profit or economic profit?
How will the two differ in this case? Explain briefly.
A chair manufacturer hires its assembly-line labor for
$22 an hour and calculates that the rental cost of its
machinery is $110 per hour. Suppose that a chair can
be produced using 4 hours of labor or machinery in
any combination. If the firm is currently using 3 hours
of labor for each hour of machine time, is it minimiz-
ing its costs of production? If so, why? If not, how can
it improve the situation?

Suppose the economy takes a downturn; labor costs
fall by 50 percent and are expected to stay at that level
for a long time. Show graphically how this change in
the relative price of labor and capital affects a firm’s
expansion path.

You are in charge of cost control in a large metropoli-
tan transit district. A consultant comes to you with the
following report:

Our research has shown that the cost of running a
bus for each trip down its line is $30 regardless of
the number of passengers it carries. Each bus can
carry 50 people. At rush hour, when the buses are
full, the average cost per passenger is 60 cents.
However, during off-peak hours, average rider-
ship falls to 18 people and average cost soars to
51.67 per passenger. As a result, we should encour-
age more rush-hour business when costs are
cheaper and discourage off-peak business when
costs are higher.

Do vou follow the consultant’s advice? Discuss.

An oil refinery consists of different pieces of processing
equipment, each of which differs in its ability to break
down heavy sulfurized crude oil into final products.
The refinery process is such that the marginal cost of
producing gasoline is constant up to a point as crude
oil is put through a basic distilling unit. However, as
the unit fills up, the firm finds that in the short run,
the amount of crude oil that can be processed is lim-
ited. The marginal cost of producing gasoline is also

*10.

11.

constant up to a capacity limit when crude oil is put
through a more sophlstlc_ated hydrocracking ypj;
Graph the marginal cost of gasoline production whep
a basic distilling unit and a hydrocracker are used,
You manage a plant that mass produces engines by
teams of workers using assembly machines. The tech.
nology is summarized by the production function

Q=4KL
where Q is the number of engines per week, K the

number of assembly machines, and L the numbe
of labor teams. Each assembly machine rents fy

e. Suppose the company borrows money and
expands its factory. Its fixed cost rises by $50,000,
but its variable cost falls to $45,000 per 10,000 units.
The interest cost (I) also enters into the equation.
Each one-point increase in the interest rate raises
costs by $30,000. Write the new cost equation.

#12, Suppose the long-run total cost function for an indus-
try is given by the cubic equation TC =a + bQ +
Céﬂ + dQ°. Show (using calculus) that this total cost
function is consistent with a U-shaped average cost
curve for af least some values of the parametersa, b, ¢, d.
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*13. A computer company produces hardware and soft-
ware using the same plant and labor. The total cost of
producing computer processing units H and software
programs S is given by

TC =aH + bS ~ cHS

where a, b, and ¢ are positive. Is this total cost function
consistent with the presence of economies or dis-
economies of scale? With economies or diseconomies
of scope?

r = $12,000 per week and each team costs w = §3(p
per week. Engine costs are given by the cost of labgr
teams and machines, plus $2000 per engine for raw
materials. Your plant has a fixed installation of 15
assembly machines as part of its design.
a. What is the cost function for vour plant—namely

how much will it cost to produce Q engineé’g,

What are average and marginal costs for produc.

ing Q engines? How do average costs vary with

output?
b. How many teams are required for producing 80
engines? What is the average cost per engine?
You are asked to make recommendations for the
design of a new production facility, What would
you suggest? In particular, what capital/labor
(K /L) ratio should the new plant accommodate? If
lower average cost were your only criterion,
should vou suggest that the new plant have more
or less production capacity than the plant you cur-
rently manage?
A computer company’s cost function relates its aver-
age cost of production AC to its cumulative outputin
thousands of computers CQ. Its plant size in terms of
thousands of computers produced per year Q, within
the production range of 10,000 to 50,000 computers, is
given by

n

AC =10 - 0.1CQ + 0.3Q

a. Is there a learning curve effect?
b. Are there increasing or decreasing returns to scale?
¢. During its existence, the firm has produced a total
of 40,000 computers and is producing 10,000 com:
puters this yvear. Next year it plans to increase its
production to 12,000 computers. Will its average
cost of production increase or decrease? Explain.
The total short-run cost function of a company i
given by the equation C = 190 + 53Q, where C is the
total cost and Q is the total quantity of output, both
measured in tens of thousands.
a. What is the company’s fixed cost? )
b. If the company produces 100,000 units, what is it
average variable cost?
¢. What is its marginal cost per unit produced?
d. What is its average fixed cost?

T
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g Step 3.In general, these equations can be solved to obtain the optimizing val-
ues of L, K, and A It is particularly instructive to combine the first two condi-
fions in (A7.4), to obtain

Production and Cost Theory—

as MP. (K, L)/ = MP,(K, L)/ A7.5
A Mathematical Treatment Pk, L)/ (K L)/w (A7.5)

This appendix presents a mathematical treatment of the basics of production
and cost theory. As in the appendix to Chapter 4, we use the method of Lagrange
multipliers to solve the firm’s cost-minimizing problem.

Equation (A7.5) tells us that if the firm is minimizing costs it \yﬂl choose its
factor inputs to equate the ratio of the marginal product of each factor divided
by its price. To see that this makes sense, suppose MPy/r were greater than
MP, /w. Then the firm could reduce its cost while still producing the same
output by using more capital and less labor.

Finally, we can combine the first two conditions of (A7.4) in a different way
to evaluate the Lagrange multiplier:

Cost Minimization

The theory of the firm relies on the assumption that firms choose inputs to th
production process that minimize the cost of producing output. If there are twg
inputs, capital K and labor L, the production function F(K, L) describes the maxi.
mum output that can be produced for every possible combination of inputs. We
assume that each of the factors in the production process has positive but
decreasing marginal products. Writing the marginal product of capital as
MPy(K, L) = 9F(K, L)/aK, we assume that MPy(K, L) > 0 and dMPy(K, L)/6K <@
Similarly, if the marginal product of labor is given by MP, (K, L) = dF(K, L)/aL,
we assume that MP; (K, L) > 0 and aMP, (K, L)/aL < Q.

A competitive firm takes the prices of both labor w and capital r as given. .
Then the cost-minimization problem can be written as

A= 1/MP(K, L) = w/MP,(K, L) (A7.6)

Suppose output increases by one unit. Because the marginal product of capi-
tal measures the extra output associated with an additional input of capital,
1/MP(K, L) measures the extra capital needed to produce one unit of output.
Therefore, 1/ MP(K, L) measures the additional input cost of producing an
additional unit of output by increasing capital. Likewise, w/MP,;(K, L) mea-
sures the additional cost of producing a unit of output using additional labor
as an input. In both cases, the Lagrange multiplier is equal to the marginal
cost of production, because it tells us how much the cost increases if the

Minimize C = wl + 7K (A7) amount is increased by one unit.

subject to the constraint that a fixed output Q, be produced: o ] . .
Marginal Rate of Technical Substitution

= A72) , . s I
FRL) = Qo (A7 ; Recall that an isoquant is a curve that represents the set of all input combinations

that give the firm the same level of output—say, Q*. Thus the condition that
KK, L) = Q" represents a production isoquant. As input combinations are
changed along an isoquant, the change in output, given by the total derivative of
F(K, L) equals zero (i.e., dQ = 0). Thus

C represents the cost of producing the fixed level of output Q.

To determine the firm’s demand for capital and labor inputs, we choose the
values of K and L that minimize (A7.1) subject to (A7.2). We can solve this con-
strained optimization problern in three steps using the method discussed in the
Appendix to Chapter 4:

MPy(K, L)dK + MP(K, L)}dL =dQ =0 (A7.7)
Step 1. Set up the Lagrangian, which is the sum of two compornents: the cost

of production (to be minimized) and the Lagrange multiplier A times the out-

| It follows by rearrangement that
put constraint faced by the firm:

i —dK/dL = MRTS; = , L)/MPy(K, L A7.8
® = wl + rK — A[F(K, L) — Q] (A7.3) / RTSux = MPy(K, L)/MPR(K, B) (A78)

where MRTS, i is the firm’s marginal rate of technical substitution between labor
and capital.

Now, rewrite the condition given by (A7.5) to get

Step 2. Differentiate the Lagrangian with respect to K, L, and A. Then equate thez
resulting derivatives to zero to obtain the necessary conditions for a minimum:

a®/aK = r — AMPy(K, L) =0
MP (K, L)/MP(K, L) = w/r (A7.9)
a®/3L = w — AMP(K, L) = 0 (A74)
Because the left side of (A7.8) represents the negative of the slope of the iso-
quant, it follows that at the point of tangency of the isoquant and the isocost line,
the firm’s marginal rate of technical substitution (which trades off inputs while
keeping output constant) is equal to the ratio of the input prices (which repre-
Sents the slope of the firm'’s isocost line).

ad/ar = F(K, L) — Qy = 0

! These conditions are necessary for a solution involving positive amounts of both inputs.
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Cobb-Douglas production
function Production func-
tion of the form Q = AK“Lf,
where Q is the rate of output,
K is the quantity of capital, and
L is the quantity of labor, and
where « and g are constants.

Praducers, Consumers, and Competitive Markets

We can look at this result another way be rewriting (A7.9) again:

MPL/ZU = MPK/’ (A7.10)

Equation (A7.10) tells us that the marginal products of all production inputs
must be equal when these marginal products are adjusted by the unit cost of
each input. If the cost-adjusted marginal products were not equal, the firm could
change its inputs to produce the same output at a lower cost.

Duality in Production and Cost Theory
As in consumer theory, the firm’s input decision has a dual nature. The optimum
choice of K and L can be analyzed not only as the problem of choosing the lowest
isocost line tangent to the production isoquant, but also as the problem of Fhoos~
ing the highest production isoquant tangent to a given isocost line. To verify this,
consider the following dual producer problem:
Maximize F(K, L)
subject to the cost constraint that
wL + rK =,

The corresponding Lagrangian is given by

® = F(K, L) — p(wl + 1K — Cy)

where u is the Lagrange multiplier. The necessary conditions for output maxi-

mization are

MPy(K,L) —ur=20
MP((K,L) — pw =0
wL +rK=-Cy=0

By solving the first two equations, we see that
MPy(K, L)/r = MP(K, L)/w
which is identical to the condition that was necessary for cost minimization.

The Cobb-Douglas Cost and Production Functions

Given a specific production function F(K, L), conditions (A7.13) and (A7.14) can
be used to derive the cost function C(Q). To understand this principle, let’s W@k
through the example of a Cobb-Douglas production function. This production

function is
F(K, L) = AK°L?
or, by taking the logs of both sides of the production function equation:

log [F(K,L)] =log A+ alogK + Blog L

(A7.11)

(A7.12)

(A7.13)

(A7.14)

Chapter 7

We assume that @ <1 and 8 <1, so that the firm has decreasing marginal prod-
ucts of labor and capital? If &« + B =1, the firm has constant returns to scale,
because doubling K and L doubles F. If « + 8 > 1, the firm has increasing returis
fo scale, and it + 8 <1,ithas decreasing returns to scale.

As an application, consider the carpet industry described in Example 6.4. The
production of both small and large firms can be described by Cobb-Douglas pro-
duction functions. For small firms, &« = .77 and 8 = .23. Because a + 8 =1,
there is constant returns to scale. For larger firms, however, « = .83 and 8 = .22.
Thus @ + 8 = 1.05, and there is increasing returns to scale.

To find the amounts of capital and labor that the firm should utilize to mini-
mize the cost of producing an output Q,, we first write the Lagrangian

® = wlL + rK — A(AK°LP — Qy) (A7.15)

Differentiating with respect to L, K, and A, and setting those derivatives equal to
0, we obtain

ad/aL = w — AMBAK“LFY) =0 (A7.16)
a®/IK = r — MaAK* ') =0 (A7.17)
a®/aA = AKLP — Qy =0 (A7.18)
From equation (A7.16) we have
A = w/ABKALF 1 (A7.19)
Substituting this formula into equation (A7.17) gives us
rBAKLP™! = waAK*TLP (A7.20)
or
L = BrK/aw (A7.21)
Now, use equation (A7.21) to eliminate L from equation (A7.18):
AKBPrEKE/ oPuP = Q, (A7.22)
Rewrite the new equation as
K«F = (a10/Br)PQy/A (A7.23)
or
K = [(aw/Br)P* P Qy/A) /e H (A7.24)

We have now determined the cost-minimizing quantity of capital. To determine
the cost-minimizing quantity of labor, we simply substitute equation (A7.24)

into equation (A7.21):
L = [(Br/aw)™« “P(Qy/A) 1« P (A7.25)

Note that if the wage rate w rises relative to the price of capital 7, the firm will
use more capital and less labor. Suppose that because of techriological change, A

———

~ For example, if the marginal product of labor is given by MP; = a[F(K, L)}/aL = BAK“L?"!, MP;
falls as [ increases.
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increases (so the firm can produce more output with the same inputs); in tha;
case, both K and L will fall.

We have shown how cost-minimization subject to an output constraint can be
used to determine the firm's optimal mix of capital and labor. Now we wi]]
determine the firm'’s cost function. The total cost of producing amny output Q can
be obtained by substituting equations (A7.24) for K and (A7.25) for L into the
rK. After some algebraic manipulation we find that

\B/la+ B —-a/la+p) 1/ia =)
I G R v R

This cost function tells us (1) how the total cost of production increases as the
level of output Q increases, and (2) how cost changes as input prices change,
B equals 1, equation (A7.26) simplifies to

equation C = wlL +

C = uwﬁfﬁ(ﬂf,ﬁ} )«ﬂ/lﬁ“ﬁf{(

When o +

C = wfre[(a/B)F +

In this case, therefore, cost will increase proportionately with output. As a result,
the production process exhibits constant returns to scale. Likewise if « + Sis
greater than 1, there is decreasing returns to scale; if o + B is less than 1, thereis
increasing returns to scale.

Now consider the dual problem of maximizing the output that can be pro-
duced with the expenditure of C, dollars. We leave it to you to work through this
problem for the Cobb-Douglas production function. You should be able to show
that equations (A7.24) and (A7.25) describe the cost-minimizing input choices.
To get you started, note that the Lagrangian for this dual problem is
K — Cy).

® = AK°LP — p(wL +

Producers, Cansumers, and Competitive Markets

cost curve describes the minimum cost at which a firm

4 an produce various amounts of output. Once we know
its cost curve, we can turn to a fundamental problem faced by
every firm: How much should be produced? In this chaptel,
we will see how a perfectly competitive firm chooses the level
of output that maximizes its profit. We will also see how the
output choices of individual firms lead to a supply curve for
an entire industry.

Our discussion of production and cost in Chapters 6 and 7
applies to firms in all kinds of markets. However, in this chap-
ter we focus on firms in perfectly competitive markets, in which
all firms produce an identical product and each is so small in
relation to- the industry that its production decisions have no
effect on market price. New firms can easily enter the industry
if they perceive a potential for profit, and existing firms can
exit if they start losing money.

(a/B)1(1/4)Q

Of the following production functions, which exhibit
increasing, constant, or decreasing returns to scale?

a. F(K, L) =KL

b. F(K,L)= 10K + 5

c. F(K, L) = (KL)?

The production function for a product is given by
Q = 100KL. If the price of capital is $120 per day and
the price of labor $30 per day, what is the minimum
cost of producing 1000 units of output?

Suppose a production function is given by
F(K,L) = KL% the price of capital is $10 and the price
of labor $15. What combination of labor and capital
minimizes the cost of producing any given output?
Suppose the process of producing lightweight parkas
by Polly’s Parkas is described by the function

Q = 10K¥L — 40)*
where Q is the number of parkas produced, K the

number of computerized stitching-machine hours,
and L the number of person-hours of labor. In addi-

tion to capital and labor, $10 worth of raw materials
are used in the production of each parka.
a.

. This process requires skilled workers, who earn

. Polly’s Parkas plans to produce 2000 parkas per

We begin by explaining exactly what is meant by a competi-
tive inarket. We then explain why it akes sense to assume that
firms (in any market) have the objective of maximizing profit.
We provide a rule for choosing the profit-maximizing output
for firms in all markets, competitive or otherwise. Following
this we show how a competitive firm chooses its output in the
short and long run.

We next examine how the firm’s output choice changes as
the cost of production or the prices of inputs change. In this
way, we show how to derive the firm’s supply curve. We then
aggregate the supply curves of individual firms to obtain the
z;zdusz‘;y supply curve. In the short run, firms in an industry
choose which level of output to produce to maximize profit. In
the long run, they not only make output choices but also
decide whether to be in a market at all. We will see that while
the prospect of high profits encourages firms to enter an
industry, losses encourage them to leave.

By minimizing cost subject to the production func-
tion, derive the cost-minimizing demands for K
and L as a function of output (Q), wage rates (v),
and rental rates on machines (r). Use these results
to derive the total cost function: that is, costs as a
function of Q, r, w, and the constant $10 per unit
materials cost.

List of Examples

$32 per hour. The rental rate on the machines used
in the process is $64 per hour. At these factor
prices, what are total costs as a function of Q? Does
this technology exhibit decreasing, constant, or
increasing returns to scale?

week. At the factor prices given above, how many
workers should the firm hire (at 40 hours per
week) and how many machines should it rent (at -
40 machine-hours per week)? What are the mar-
ginal and average costs at this level of production? -
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The assumption of product homogeneity is important because it ensures that
there is a single market price, consistent with supply-demand analysis.

In Chapter 2, we used supply-demand analysis to explain how changing market
conditions affect the market price of such products as wheat and gasoline. Wa
saw that the equilibrium price and quantity of each product was determined by
the intersection of the market demand and market supply curves. Underlying
this analysis is the model of a perfectly competitive market. The model of perfect
competition is very useful for studying a variety of markets, including agricyl-
ture, fuels and other commodities, housing, services, and financial markets’
Because this model is so important, we will spend some time laying out the basjc
assumptions that underlie it.

The model of perfect competition rests on three basic assumptions: (1) price
taking, (2) product homogeneity, and (3) free entry and exit. You have encountered
these assumptions earlier in the book; here we summarize and elaborate on them,

P

Free © This third assumption, of free entry (exit), means that  free entry (exit) When there
there are 1o special costs that make it difficult for a new firm either to enter ~ are no special costs that make
an industry and produce or to exit if it cannot make a profit. As a result, buyers l(éi.ilff{cult fora f“m_ to enter
P L . . ; ES exit) an industrv.

can easily switch front one supplier to another, and suppliers can easily enter or exit a ’
market.

The special costs that could restrict entry are costs that an entrant to a market
would have to bear but a firm that is already producing will not. The pharma-
ceutical industry, for example, is not perfectly competitive because Merck,
Pfizer, and other firms hold patents that give them unique rights to produce
drugs. Any new entrant would either have to invest in research and develop-
ment to obtain its own competing drugs or pay substantial license fees to one or
more firms already in the market. R&D expenditures or license fees could limit a
firm’s ability to enter the market. Likewise, the aircraft industry is not perfectly
competitive because entry requires an immense investment in plant and equip-
ment that has little or no resale value.

The assumption of free entry and exit is important for competition to be effec-
five. It means that consumers can easily switch to a rival firm if a current sup-

lier raises its price. For businesses, it means that a firm can freely enter

an industry if it sees a profit opportunity and exit if it is losing money. Thus a
firm can hire labor and purchase capital and raw materials as needed, and it
can release or relocate these factors of production if it wants to shut down or
relocate.

If these three assumptions of perfect competition hold, market demand and
supply curves can be used to analyze the behavior of market prices. In most mar-
kets, of course, these assumptions are unlikely to hold exactly. This does not mean,
however, that the model of perfect competition is not useful. Some markets do
indeed come close to satisfying our assumptions. But even when one or more of
- these three assumptions fails to hold, so that a market is not perfectly competitive,
much can be learned by making comparisons with the perfectly competitive ideal.

TPz

Price E:i{i:!g Many firms compete in the market, and therefore each firm
faces a significant number of direct competitors for its products. Because each
individual firm sells a sufficiently small proportion of total market output, its decisions
have no impact on market price. Thus each firm takes the market price as given. In
price taker Firm that has no short, firms in perfectly competitive markets are price takers.
influence over market price Suppose, for example, that you are the owner of a small electric lightbulb dis-
:?i Ez\a,;htls fakes the price tribution business. You buy your lightbulbs from the manufacturer and resell
o them at wholesale to small businesses and retail outlets. Unfortunately, you are
only one of many competing distributors. As a result, you find that there is little
room to negotiate with your customers. If you do not offer a competitive price
one that is determined in the marketplace—your customers will take their business
elsewhere. In addition, you know that the number of lightbulbs that you sell will
have little or no effect on the wholesale price of bulbs. You are a price taker.
The assumption of price taking applies to consumers as well as firms. In a per-
fectly competitive market, each consumer buys such a small proportion of total
industry output that he or she has no impact on the market price, and therefore
takes the price as given. ~
Another way of stating the price-taking assumption is that there are many

independent firms and independent consumers in the market, all of whom When Is a Market Highly Competitive?

believe—correctly—that their decisions will not affect prices.
Apart from agriculture, few real-world markets are perfectly competitive in the
sense that each firm faces a perfectly horizontal demand curve for a homoge-
neous product in an industry that it can freely enter or exit. Nevertheless, many
markets are /iighly competitive in the sense that firms face highly elastic demand

curves and relatively easy entry and exit.

A simple rule of thumb to describe whether a market is close to being per-
fectly competitive would be appealing. Unfortunately, we have no such rule,
and it is important to understand why. Consider the most obvious candidate: an
industry with many firms (say, at least 10 to 20). Because firms can implicitly or
explicitly collude in setting prices, the presence of many firms is not sufficient
for an industry to approximate perfect competition. Conversely, the presence of
only a few firms in a market does not rule out competitive behavior. Suppose
that only three firms are in the market but that market demand for the product is
very elastic. In this case, the demand curve facing each firm is likely to be nearly

orizontal and the firms will behave as if they were operating in a perfectly com-
_ Petitive market. Even if market demand is not very elastic, these three firms

Product Homogeneity Price-taking behavior typically occurs in markets
where firms produce identical, or nearly identical, products. When the products of
all of the firms in a market are perfectly substitutable with one another—that is, when
they are homaogeneois—no firm can raise the price of its product above the price
of other firms without losing most or all of its business. Most agricultural prod-
ucts are homogeneous: Because product quality is relatively similar among
farms in a given region, for example, buyers of corn do not ask which indivi@ua {
farm grew the product. Oil, gasoline, and raw materials such as copper, 1rol
lumber, cotton, and sheet steel are also fairly homogeneous. Economists refer {0
such homogeneous products as connodities. '

In contrast, when products are not homogeneous, each firm has the opporti-
nity to raise its price above that of its competitors without losing all of its sales.
Premium ice creams such as Haagen-Daaz, for example, can be sold at higher
prices because Haagen-Daaz has different ingredients and is perceived by many_
consumers as a higher-quality product.
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might compete very aggressively (as we will see in Chapter 13). The importapg
point to remember is that although firms may behave competitively in many s
uations, there is no simple indicator to tell us when a market is highly compe
tive. Often it is necessary to analyze both the firms themselves and their strategic
interactions, as we do in Chapters 12 and 13. '

cubsidizes public television may seem public-spirited and altruistic. Yet this
Eeneficence is likely to be in the long-run financial interest of the firm because it
generates goodwill for the firm and its products.

iy F L T T o i
8.2 DProfit Maximizatic

Let's begin by looking at the profit-maximizing output decision for any firm,
whether the firm operates in a perfectly competitive market or is one that can
influence price. Because profit is the difference between (total) revenue and  profit Difference between
(total) cost, finding the firm’s profit-maximizing output level means analyzing  total revenue and total cost.
its revenue. Suppose that the firm’s output is g, and that it obtains revenue R.
This revenue is equal to the price of the product P times the number of units
sold: R = Pg. The cost of production C also depends on the level of output. The
firm’s profit, 7, is the difference between revenue and cost:

We now turn to the analysis of profit maximization. In this section, we ask .
whether firms do indeed seek to maximize profit. Then in Section 8.3 we wil]
describe a rule that any firm—whether in a competitive market or not—can ug
to find its profit-maximizing output level. Then, we will consider the special
case of a firm in a competitive market. We distinguish the demand curve facing

competitive firm from the market demand curve and use this information to
describe the competitive firm'’s profit-maximization rule.

Do Firms Maximize Profit? m(q) = R(q) — C(q)

The assumption of profit maximization is frequently used in microeconomics
because it predicts business behavior reasonably accurately and avoids unnece:
sary analytical complications. But the question of whether firms actually do seek
to maximize profit has been controversial. ‘

For smaller firms managed by their owners, profit is likely to dominate
almost all decisions. In larger firms, however, managers who make day-to-day
decisions usually have little contact with the owners (i.e., the stockholders). Asa
result, owners cannot monitor the managers’ behavior on a regular basis
Managers then have some leeway in how they run the firm and can deviate from
profit-maximizing behavior.

Managers may be more concerned with such goals as revenue maximization,
revenue growth, or the payment of dividends to satisfy shareholders. They
might also be overly concerned with the firm'’s short-run profit (perhaps to eam
a promotion or a large bonus) at the expense of its longer-run profit, even
though long-run profit maximization better serves the interests of the stockhold-
ers.! (We discuss the implications of differences between the incentives of man-
agers and owners in greater detail in Chapter 17.)

Even so, managers’ freedom to pursue goals other than long-run profit maxt
mization is limited. If they do pursue such goals, shareholders or boards of
directors can replace them, or the firm can be taken over by new management.
In any case, firms that do not come close to maximizing profit are not likely &
survive. Firms that do survive in competitive industries make long-run profi
maximization one of their highest priorities. i

Thus our working assumption of profit maximization is reasonable. Fm{@
that have been in business for a long time are likely to care a lot abOL_1t profit,
whatever else their managers may appear to be doing. For example, a firm that

{Here we show explicitly that m, R, and C depend on output. Usually we will

omit this reminder.)

To maximize profit, the firm selects the output for which the difference

between revenue and cost is the greatest. This principle is illustrated in Figure

8.1. Revenue R(q) is a curved line, which reflects the fact that the firm can sell a .
greater level of output only by lowering its price. The slope of this revenue curve

Cost,

Revenue,

Profit

(dollars per year)

w(g)

’ Output (units per year)
FIGUR M
Afirm chooses output g%, so that profit, the difference AB between revenue R and

€0st C, is maximized. At that output, marginal revenue (the slope of the revenue
curve) is equal to marginal cost (the slope of the cost curve).

. . o . fit
! To be more exact, maximizing the market value of the firm is a more app.ropnate goal th.an PIIZ
maximization because market value includes the stream of profits that the firm earns over time.
the stream of current and future profits that is of direct interest to the stockholders.
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marginal revenue Change is marginal revenue: the change in revenue resulting from a one-unit increase j, o o o .

; ; rice Firm ric stry
in revenue resulting from a output. Pm% ol 11(_84 ndustry
one-unit increase in output. (dollars per ollars per

Also shown is the total cost curve C(q). The slope of this curve, which meg
sures the additional cost of producing one additional unit of output, is the firpy
marginal cost. Note that total cost C(q) is positive when output is zero becayge
there is a fixed cost in the short run. ,

For the firm illustrated in Figure 8.1, profit is negative at low levels of outpy.
because revenue is insufficient to cover fixed and variable costs. As outpy
increases, revenue rises more rapidly than cost, so that profit eventually
becomes positive. Profit continues to increase until output reaches the level ,};{
At this point, marginal revenue and marginal cost are equal, and the vertical dis.
tance between revenue and cost, AB, is greatest. % is the profit-maximizing oy
put level. Note that at output levels above g%, cost rises more rapidly than rey.
enue—i.e., marginal revenue is less than marginal cost. Thus, profit declines

bushel) bushel)
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from its maximum when output increases above g% 100 200 q 100 Q
The rule that profit is maximized whe.n‘ marginal revenue is equal to marginal (a) Output (bushels) (b) Output (millions
cost holds for all firms, whether competitive or not. This important rule can alsa

of bushels)

be derived algebraically. Profit, # = R — C, is maximized at the point at which
an additional increment to output leaves profit unchanged (i.e., Am/Ag = 0):

A competitive firm supplies only a small portion of the total output of all the firms in an industry. Therefore the firm
takes the market price of the product as given, choosing its output on the assumption that the price will be unaffected

by the output choice. In (a) the demand curve facing the firm is perfectly elastic, even though the market demand
curvein (b) is downward sloping.

Am/Ag = AR/Ag — AC/Aq =0

AR/Aq is marginal revenue MR and AC/Aq is marginal cost MC. Thus we con
clude that profit is maximized when MR — MC = 0, so that

MR(g) = MC(9) B

Demand and Marginal Revenue
for a Competitive Firm

no effect on price. Suppose the firm increased its sales from 100 to 200 bushels of
wheat. This would have almost no effect on the market because the industry
autput of wheat is 100 million bushels. Price is determined by the interaction of
all firms and consumers in the market, not by the output decision of a single firm.

By the same token, when an individual firm faces a horizontal demand curve, it
can sell an additional unit of output without lowering price. As a result, when it
sells an additional unit, the firm’s fotal revenue increases by an amount equal to the
price: one bushel of wheat sold for $4 yields additional revenue of 54. Thus, mar-
ginal reveriue is constant at $4. At the same time, average revenue received by the
firmis also $4 because every bushel of wheat produced will be sold at $4. Therefore:

Because each firm in a com